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THE COUPLED HOLE-PHONON SYSTEM AND
MINORITY-ELECTRON TRANSPORT IN p-GaAs

K. SaprA and B. G. STREETMAN

Depariment of Electrical and Computer Engineering and Microelectromics Research Center,
The University of Texas at Austin, Ausun. TX 78712, LIS A,

(Received 16 July 1991, in retised form 13 Januory 1992;

Abstract—We present a Monte-Carlo study of minority-electron transport in p-GaAs including dynamic
screening and plasmon-phonon couping using a phenomenologically damped gquasi-nonequiiibrium
two-band dielectric function. Calculated mode spectra contain the acoustic and optical plasmons of the
tao-component hole plasma. and suggest that despate the role of the acoustic plasmon, plasma oscillations
do not extend 1o wave vectors as large as the inverse screening length. Furthermore. we find no evidence
of the drag effect. For heavy dopings. calculated high-field minority-electron drift velouities are
significantly larger than experimental values, indicating that further work is required 10 achieve a true

understanding of minority-electron transport.

INTRODUCTION

During the last few vears. minority electron transport
has been the subject of a number of experimental and
theoretical investigations. not only because of its
relevance to bipolar devices, but also because of its
importance as an interesting problem in semiclassical
transport theory. The first measurements of minority-
electron velocity-field characteristics{l], performed
on lightly-doped 1In, . Ga,,,As, suggested that the
high-field drift velocity of minority electrons is
significantly larger than that of majority electrons.
Later, Monte-Carlo simulations of Osman and
Grubin{2] indicated that statically screened electron-
heavy-hole interactions do not account for sufficient
minority-electron energy loss to expiain large high-
field velocities at low hole concentrations. They did,
however. show larger high-field velocities for min-
ority electrons than majority electrons. Sadra et
al[3, 4] took statically-screened multiband processes
into account and found that although minority-elec-
tron energy loss was enhanced, it was still too small
to explain the measurements. Subsequent calcu-
lations by Saito er al.[5] also showed larger minority-
electron drift velocities than majority electron values.
In 1990, new experimental results[6]) showed that, at
least in GaAs. the high-field minority-electron drift
velocity is in fact lower than the majority-electron
value. Taniyama er al[7] performed Monte-Carlo
calculations of minority-electron velocity-field
characteristics and found reasonable agreement with
measurements. However, the agreement was obtained
by replacing the heavy-hole effective mass with the
light-hole value in the calculation of the screening
length. More recently, Lowney and Beanett[8] calcu-
lated the mirority-electron mobility and found that a

plasmon cut-off wave vector g, = r” ' was required to
obtain agreement with experimental values. Interest-
ingly, this relation differs from that used by
Taniyama et al.. g.=2nr.'. It appears then that
there is no consensus on what the proper theory for
minority-electron transport is. In fact, there may
be disagreement over what constitutes a theoretical
explanation of experimental data.

As noted in our earlier work{3), a number of
theoretical issues deserve further investigation,
among them the effect of dynamic screening and
plasmon-phonon coupling in the two-band hole sys-
tem. Despite the contributions of a number of inves-
tigators[5-10], a comprehensive treatment of dynamic
screening and plasmon-phonon coupling is still lack-
ing. To us, the use of a cut-off wave vector, an
artificial, vaguely defined, yet sharp dividing line
between excitations of collective and single-particle
character, is fundamentally dissatisfying. Given the
inherent vagueness in the position of the cut-off, its
value can be adjusted to fit any given measurement.
The treatment of these excitations is even less appeal-
ing when, as is usually the case. the plasmon is taken
to extend to the cut-off wave vector undamped and
undispersed. We believe that a theory of minority
electron transport shouid not rely on a cut-off wave
vector, particularly if calculated results are sensitive
to its value. Fortunately, the frequency- and wave-
vector-dependent dielectric function provides a natu-
ral framework for removing the cut-off wave vector.
The dielectric function gives the complete spectrum of
plasma excitations, from collective to single-particle,
with dispersion and damping, for all wave vectors. As
the wave vector increases and the plasma can no
longer sustain collective oscillations, modes gradually
disappear in the calculated spectra. The dielectric

113%

s Re3aral

2o

e Do

v TPTY

G
. j
X

o

¥ QEID

Accession For

BI1S
DTIC

Unamnownoced
Justificatio

GRART
TAB (m|

a

By

__Distribution/

Availability Coded

Dist

I3

Avail and/or
Speaial




1140

function is also a natural vehicle for including the
often-neglected effects of light holes, among them the
rise in the plasma frequency and the appearance of
the acoustic plasmon.

In this paper. w¢ report bipolar Monte-Carlo
simulations of steady-state minority-electron trans-
port. including dynamic screening and plasmon-
phonon coupling given by a phenomenologically
damped quasi-nonequilibrium two-band dielectric
function. A similar treatment has been recently used
in connection with electron 1ransport through an
equilibrium hole plasma in heterojunction bipolar
transistors[11]. However, it has not been extended to
the problem of interest here, that of steady-state
minority-electron velocity-field characteristics. We
begin with a presentation of the theoretical formu-
lation and the relevant compsational issues, and
then proceed to describe the results and discuss their
implications.

2. THEORETICAL FORMULATION

The Monte-Carlo model employed in this study is
identicai to that described in our earlier work{4}]
¢xcept for the addition of degeneracy. and the in-
clusion of dynamic screening and plasmon-phonon
coupling in lieu of statically screened multiband
carrier—carrier and polar carrier-optical-phonon
interactions.t Degeneracy is included in the simu-
lation following the standard technique{i2, 13]. As
for dynamic screening and plasmon-phonon coup-
ing. our approach is to use the simplest possible
formalism., while maintaining frequency and wave-
vector dependence, as well as some measure of exter-
nal damping. The treatment is described below.

For a carrier with wave vector k and energy E, the
rate of scattering by the coupled phonon-carrier
system s given by [14]:

&g [~ ’d(hw)
Pk) ="
(k) [(2 )J 3 fk+q)

2e° -1
x [n{w) + l]? lm[m]
x @k, k + q)[E(k + q) — EXk) + hw), (1)

where €;(q, w) is the total dielectric function of the
crvstal and in the standard approximation, the over-
lap factor % has the form:

4k, k)-X(k k') + Yk, k" )cos ¢
+ Z(k, k)cos? &, (2)

and { is the angle between k and k’. We use the usual
values for X, Y and Z for electrons and holes(3, 4].
Defining: °

S(m)-:-max{lm[ ! ]} 3)
C"l'(qva))

*+The material parameters used in this study are identical to
those used in our earlier work, except for the new
parameters reported in this text.
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where the maximum is with respect to g. and then
transforming to k' = k + q, we find an upper bound
on the scattering rate given by:

I [d% [+ dmw)
| -
PSS | o j —— [ = f(k)}
2e
x {n{w )+ H(k k})-(cx)‘f(k KMIE, - £, + Aol

4)

Following the standard technique{l2, 13] we omit
the degenecracy term | — f(k’) from the integrand
and include it directly in the Monte-Carlo simulation.
Integrating over Aw, transforming the integral over
k’ to spherical coordinates with the polar axis along
k., and integrating over the aznmuthal angle we
have:

ez .y ot
<€ k'dk’ d
Tk |, d j-; cos §

Xtk k'Y + Yk k'jcos § + £k k' )os* ¢
k*+ k' —2kk cos i
x{n{E, — E, yh} + VJZ{E, — E ) h] 5}
Integrating over cos¢ and transforming back to
w = E(k’y—- E(k), we find:

proes &

PK) < 5

N
J‘ dwln(w) + l]Z(w)

x [l + 22°(E ~ hw)] x {{X[k.k'(wn

+ Yik, k'(w))Atk, k' (w)]

k4K ()
+ Zlk k(@WK k(w )hln{k @)

={Y[k. k'(w)] + ZIk, k (@)Alk, k’(w)l}>.
(6)
where
k(@)= /2m* (E — ko)1 + 2(E — hw))/h. (7)

Pre- and post-scattering effective masses and non-
parabolicities m*, m*’, « and 2’ allow the application
of eqn (6) to electrons in nonparabolic bands and to
inter- and intraband scattering of holes.

In the random phase approximation, the total
dielectric function of a semiconductor can be written
as the sum[15}:

(g ®) =€ (g w) + (G ) + £,(q. w), (8)

where ¢, and ¢, are the contributions of free electrons
and holes, respectively. The contribution ¢, of the
crystal in the absence of free carriers is{16):

2 2 ;
Wi — 0 ~ iy
a@@w)=¢, ————-, )
Wi — W — wy
where y is the inverse of the nonelectronic LO-
phonon lifetime, which we take to be 4.0 ps at room
temperature[17]. Treating the limit of low minority




Theory of transport 1 p-ta\s

electron concentrations, we ignore the free electron
contribution. For the nole contnbution, we use{18):

(,,fq.w)=?—:§:V(j Kok ~g)
9T T

. *iK)~ 1k +q)
Ek~qi— E(K)— hew —ihx”

where indices i and / span the heavy- and light-hole
bands. Note that the o zrlap factor G 1s twice as large
as the standard Moniz-Carlo overlap factor 4 since
G and ¥ are summed and averaged over imtal spin
states, respectivelyv. For = collisionless plasma. x -0
and eqn (10) aiready 1ncludes intrinsic or Landau
damping. For a plasme of partcles undergoing scat-
tering, extrinsic or <oilisional damping should be
included as well. A simple and widely-used approach
is to include collisiona: damping by interpreting x as
a phenomenological damping term of the order of the
inverse relaxation ume In our calculations. we take
x to be 5x 10"s . S:gnificantly larger values are
unphysical; values up o an order of magnmtude
smaller do not produce appreciably different min-
ority-electron resuits: znd much smalier values are
unphysically small anc cause sevare difficulties in
numerical integration of eqn (10).

The theory outlined above is applicable to equi-
librium hole plasmas. Here. to obtain some measure
of the effect of the nonequilibrium nature of the hole
plasma, we take a quasi-nonequilibrium approach:
we use the simulated nonequilibrium hole distri-
bution functions in egn (10). This seemingly benign
complication creates inordinate difficulties. Evalu-
ation of eqn (10) for a numerically-known simutated
distribution function is extremely difficult, particu-
larly for small 2. Furthermore, in spherical bands, the
spherical symmetry of equilibrium distribution func-
tions allows us 10 calculate ¢, only as a function of
and |q}. Under an applied field, however, only cylin-
drical symmetry remains. necessitating evaluation of
¢, as a function of ¢ and two components of q, say
{q] and 1, where I'is the polar angle of q around the
direction of the applied field.+ The problem is com-
pounded by the fact that numerical integration is not
entirely suited to efficient vector processing. Fortu-
nately, if all additive terms in egn (10) are separated
and regrouped according to the band i of £,(k) and the
integral over k is transformed to spherical coordi-
nates with q as the polar axis, the azimuthal integral
becomes independent of :q} and w and the remaining
multiplicative portions of the integrand become inde-
pendent of the distnbution function. A vector
double-integration algorithm can then be used to
evaluate ¢, at a few thousand points (iq}, w) at the
same time. Each time the integrands are required at
a given point, the azimuthal integral is evaluated only

o)

+Note also that the property ¢,{—q, ~m) = (y(q. m) pro-
vides a factor of two reduction in the required compu-
tational effort.

Pidl

once and the remaining portions of all the inegrands
are calculaed in g vectonzed rashion IUois then
possible 1o perform the complete calculation of the
dielectri function at an average rate of 150 MFLOPS
on a smyle CRAY YMP processor Higher FLOP
rates 41 atlamnable for very smooth distnbution

funcion~ or at the cost of larger memory We
calculate «iq, ) for g €3 x 10 cm V=i 10
with =110 and jwi<Q,, where

Q... = 60w, A single-hole simulauon i+ first per-
formed to obtain the steady-state hghte and heavy-
hole distributions. Peniodically, the simulation s
interruplicd and ¢, and the associated upper bound on
the hole scattering rate are reevaluated using the
converginy distribution funcuons. Only intraband
terms arc included in the calculation of ¢, in the hole
simulations to avoid problems associated with,
crudely speaking, identifying the scattering holes
interchanging bands with the scattered holc{19] In
the statically-screened pair-scatiering picture. 1t 1
easy to find the single scattering hole and change s
state. In the present dynamic treatment. however. the
identitics of the holes invoived in the scattening of the
scattered hole are somewhat obscured and further
mixed by the damping term. If. in the single-par
picture, most interband processes are viewed as essen-
tially a light hole and a heavy hole exchanging states.
the net effect can be regarded as small. It should be
clear that ignoring the interband contribution to the
dielectric function is not equivalent to ignoring inter-
band hole scattering events. Interband hole scattering
is included. as in our previous papers, for 10nized-
impurity scattering., acoustic deformation-potential
scattering, and nonpolar optical-phonon scaltering.
Also included are interband hole-coupled-mode scat-
tering events in which the scattering of the Monte-
Carlo hole does not involve interband transitions of
other holes, but involves phonons and or intraband
transitions of other holes. It will be shown below that
within our treatment, the details of the hole distri-
bution do not appeir to affect minority-electron
results appreciably. As such, ignoring the interband
contribution to the hole dielectric function in hole
simulations is essentially inconsequential.

The final hole distributions obtained from the hole
simulations are used to calculate ¢,, including both
intra- and interband terms, and the upper bound on
the minonity-electron scattering rate given by egn (6).
for subscquent minority-electron simulations. Inter-
band terms are no longer problematic since a fow
concentration of minority electrons will not affect the
majority hole distribution significantly. making the
identification of scattering holes unnecessary. During
both eleciron and hole simulations, the coupled-mode
energy i first chosen according to the distribuuon
defined by the integrand of eqn (6). This is done using
a search 1a1ble containing values of

0
I'(Q)=J dwln(w) + 1}2(w) (11}
-~ max




Hd2

and the rejection techmyue tor the rest of the inte-
grand. for which an upper bound s tabulated tor ail

E. The mode energy umqucly determines the safue of

A . Next. the polar angle [ s chosen according 1o the
distribution given by the -dependent part of the
integrand in eqa (M1 The azimuthal angle o um-
formly distributed between 0 and 2r. Finally. the
evact contrtbution ot this cvent to the rate imtegral s
evaiuated using the diclectrwe funcuon, and the rejec-
tuon technique is wsed (W Jdeaide whether or not the
scattering event occurs.®

3. RESULLTS AND DISCULSSION

We begin by considering the major features of the
spectrum of the mode strengths[20] Im| — 1. x(q. e ) of
the light- and heavy-hole plasma. where x =¢ «¢,.
Figure 1A depicts the mode strength spectrum for the
fictuuous case of equal light and heavy hole concen-
trations. p, = p; = 10 cm . For simplicity and clar-
its. we have used room-temperature Fermi-Dirac
distributions and ignored overlap factors and inter-
band excitations. The modes of the system are those
of a two-component plasmaf2l): a heavily-damped
acoustic mode with linear dispersion for small g and
an optical mode at the optical plasma frequency
Wep = Wh~m. where ol=e'pie,m* and
wi =e'p, ¢, m*. Due to the large tight-hole concen-
tration. g 15 sufficientdy high to allow the two
modes 10 be widely separated and distinct, As the
hght-hole concentration decreases (Fig. 1B). wee
decreases and the two modes approach each other.
For a realistic mix of light and heavy holes,
p=(m* m*Pip and p.+ » =10 cm~ 7. further de-
crease in wgp together with phenomenological damp-
ing results in a joining of the two modes into the
characteristic two-lobe specirum of Fig. 1C. The
presence of the acoustic plasmon then serves to
extend plasma modes to somewhat higher wave vec-
tors. It should be noted that because of their small
effective mass, and despite their rclatively small con-
centration. light holes raise the plasma frequency by
some 20% and should therefore not be ignored.
Addition of overlap factors docs not alter the spec-
trum of Fig. 1C significantly. Figure 1D depicts the
effect of the interband terms. which result in a slight
shift of the peak to lower cnergies, an overall ex-
pression of its strength, sigmficant broadening, and
the appearance of a high-encrgy tail due to interband
transitions.

+We have performed simulations in which the free-carrier
contribution to the dielectric function is ignored. The
resulting scattering rates, drift velocities, etc. are in
excellent agreement with those obtained in simulations
using the traditional phonon scatlering treatment.

Ht is imperative to view the phonon line with sufficient
energy resolution as to avoid erroncous conclusions
concerning its behavior.

K M»oxkvand B

ﬁ
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the coupled-mode spectra shown an Fig 2 are
Caned from aoic wmualauons for £ s 12KV omo
sadp o= 10 im L as desenibed sbove Withoutinter-
Taud terms, the mode spectra exhibit 1 smiall degree
coannetesmy With the addinon ol interband terms,
hewever, anssatropie flects are all but overwhelmed
1 fact minonts -clectron simulations performed wath
cageesd and oot goosd gne sery similar results,
indicating that within this treatment., munorts elec-
trons d4fe nat senoushy affected by the direction in
whi h the holes travel Thas rather interesting results
woin agreement with the observauons of Lovejoy
co 4l 22} concerning the apparent absence of a sigmfi-
cant drag effect on the minonty-electron mobihity,
afthough the absolute value of the mobihiues calcu-
lated here are higher than the measured values (see
helow). Low-temperature expernments on modu-
lation-doped guantum wells have shown that if min-
onty clectrons  are  effectively decoupled from
phonons and 1omzed impunues and only interact
with majortty holes. and f the majonty hole distri-
buuon 15 sufficiently anisatropic, minornity electrons
are drasucally affected by the motion of the holes.
cven to the point of exhibiting negatise mobility at
low fields[23] As we will see, at p=10"cm"),
phonon scatiering 15 quite weak, Within the present
treatment. strong static screening reduces the import-
ance of 1wmzed-impurity scattering as well. Minonity
clectrons are then coupled mostly to the hole gas,
although not as exclusively as the case above. Also,
the hole distribution 1s only weakly anisotropic. even
at 12kVem . It remains to be seen whether or not
a more sophisticated treatment of the drifting nature
of the hole plasma produces different results.

Typoal sode strength specira for p= 1.5 x 107,
1.5 x 10" and 10 cm "’ are shown in Figs 3-5. We
begin by considering the long-wavelength region. At
p=15%10"¢cm ' the low-energy plasmon-like
mode appears at more or less the optical plasma
frequency and the high-energy mode is slightly
above «y,,. As the concentration increases to
1.5 x 10 ¢m “, both the plasmon-iike and phonon-
like modes rise in energy. At p = 10" cm ~°, however,
the uncoupled optical plasma frequency is already
above wo. resulting in a phonon-like mode below
Wy and a plasmon-like mode above it. In the small-
wavelength limit, screening effects are negligible and
the small-wavelength phonon-like mode approaches
an unscreencd phonon. Figure 3 demonstrates this
behavior clearly. indicating some screening of the
phonon linc at intermediate wavelengths.t As the
concentration rises, the phonon line is increasingly
screened, although it still approaches the unscreened
case for sufficiently large ¢. It should be noted that
plots of Im[~l/x(q. )] do not give a direct indi-
cation of the effecttveness of various modes in elec.
tron scattering. As eqn (1) indicates, the long-range
nature of the Coulomb term g - results in the
disproportionate importance of the small-g region.
(Fqually important are the effects of the bnson
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10"cm ‘and 4 = 12kVcom ! without (A) and with

(B) interband contributions. Positive and negative g-values are parallel and antiparalle! to the applied field,
respectively

population favoring small-w events and the require-
ments of energy and momentum conservation.) At
p = 10" cm ™, then, phonon scattering is expected 1o
be essentially inoperative.

In Fig. 6, we have plotted the simulated minority-
electron scattering rate density, the rate of minority-
electron scattering by the coupled hole-phonon
system per unit mode energy. Major features of the

mode spectra of Figs 3-5 also appear in Fig. 6. The
scattering rate density exhibits distinct features corre-
sponding to the plasmon-like modes. which increase
in energy with the concentration. The effect of the
phonon-like modes diminishes as the concentration is
increased. Duc to the boson population, there are
many scattering events at small w. Figure 7 depicts
the minority-electron energy loss rate density, the rate




Theory of transport in p-GaAs

3/‘
3 27
-2
e
- l/
E
0
3
2
@ 1
“ &
{9

0

1145

IS/ 4

LI LLAN

10007091/

\

\

0.0
0.2
0.4

0.6 -y
ﬂ

0.8 \\Q «®

[+

1.0

Fig. 3. The coupled-mode strength spectrum for p = 1.5 x 107 ecm . & = 12kVer ' and V==,

of minority-electron encrgy loss to the coupled
hole~phonon system per unit mode energy. Due to
the small energy involved in a small-w event, as weil
as the relative unimportance of spontaneous emis-
sion, the net energy loss rate density for small w is
quite well behaved.
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Theoretical and experimental velocity-field charac-
teristics of minority electrons are shown in Figs 8-10.
At p = 10" cm ~?, disagreement between theoretical
and experimental velocities does not exceed 20%,
which is comparable to the general range of exper-
imental uncertainties. At p = 10" and 10" cm”?,

1.0

Fig. 4. The coupled-mode strength spectrum for p = 1.5 x 10%cm >, £ = 12kVem~' and Y=n.
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Fig. 5. The coupled-mode strength spectrum for p = 10*em ™! & = 12kVem ™' and Fwx

however, theoretical characteristics are in stnking
disagreement with exper.mental data, exhibiting sig-
nificantly larger high-field drift velocities. We focus
on these higher hoie concentrations because they
provide more siringent tests of the abilny of the
theory to describe the interactions of minonty elec-
trons with holes. It is reasonable to expect that once
the theory is able to explain the experimeintal data at
the higher hole concentrations. an explanation of the
data at p = 10" cm ™’ would be naturally afforded.
Although experimental problems such as the hikely
presence of large quantities of interstitial Be at
p = 10" cm -’ may be invoked 10 explain away some
of the discrepancy, t is clear that the present treat-
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Fig. 6. The simulated rate of scattering of I -valley minority

electrons by the coupled hole-phonon system per unit mode

energy for p = 1.5 x 10" cm ™' (4, phonon peak labeled A),

1.5 x 10" em~? ([J]. phonon peak labeled B) and 10"° em ~*
(@. phonon peak labeled C).

ment 15 inadequate The large calculated veloctues
are 3 consequence of strong energy relaxauon, pre-
venting the heating of electrons and thewr transfer
to upper valleys, coupled with insufficsent forward
momentum relaxation, which allows the development
of a highly anisotropic distribution. A companson
of the theoretical and expenimental dnft velocities
of Figs 9 and 10 suggests that the present treat-
ment results in significantly smaller forward momen-
tum relaxation than what 15 required 1o explain
the measurements. Furthermore, a companson of
the peak fields suggests that the c2iculated minonty-
clectron energy loss 15 perhaps somewhat ioo
large

energy loss rate density
{ asec

© 7 %%

Fig. 7. The simulated rate of energy loss by [-valley

minority electrons to the coupled hole-phonon system per

unit mode energy p = 1.5 x 10" em ' (+. phonon peak

labeled A), 1.5 x 10" cm ' {[J. phoron peak labeled B) and
10" cm ' (@. phonon peak labeled C)
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(107 em / sec )
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electric field ( kV / cm )
Fig. 8. Velocity~field charactenstics of minority electrons
forp = N{ =15x10"em " The hne s expenimental data
from Ref {6] and calculated points arc marked
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Our heavy-doping results are essentially similar to
those of Saito ez al.{5). and differ from those reported
by Tanivama er a/[7]. Saito er ol used a somewhat
simpier treatment and calculated high-field drift vel-
ocities far 1n excess of experimental results. Taniyama
et al[7] argued that the static screening length of the
two-component p-type system is not equal to the
heavy-hole value alone. They replaced the heavy-hole
effective mass with the light-hole value 10 calculate
the proper screening length and obtain agreement
with experiment. We believe that this procedure is
unsatisfactory. The correct static screening length of
the two-component system for arbitrary degeneracy
is quile easy to calculate. and has been used by us in
this work and in previous publications[3]. Both hght-
and heavy-hole contributions are included. and the
interband contribution is zero due to the orthogonal-
ity of same-k states in the two bands. The heavy-hole
contribution is dominant. indicating effective static
screening by heavy holes. Therefore, although the
light-hole contribution is not included in most papers
and the treatment is not always extended to arbitrary
degeneracy, all workers employ essentiaily the same
theory of static screening. Furthermore, the screened
potential must result in light- anc heavy-hole phase

drift velocity
{ 107 cm / sec )

B NErABON B XS
¥
N

O D OO D o

2 4 6 8 10 12
electric field ( kV / cm)
Fig. 9. Velocity-field characteristics of minority electrons
forp = N; = 1.5 x 10" cm . The line is experimental data
from Ref. [6] and calculated points are marked.
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Fig 10, Veloaty field charactensucs of minonty clectrons
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shifts that, at least in some approximation, satisfy the
Friedel sum rule. Not every screening length will
satisfy this constraint.

In Fig 11, we have plotted available experimental
values for the minority-clectron mobility, together
with values calculated by us and by Lowney and
Bennett{8] Our caiculated values are in agreement
with the results of Lowney and Bennett for the
plasma cut-off wave vector ¢ = 0.5r, '. To the extent
that mobility values alone can be used as indicators,
our treatment. which includes dispersion and intrinsic
and extrinsic damping. suggests that plasma modes
extend only so far in wave vector as Lo correspond
o an effective cut-off at 0.5r ' Accordingly,
although extending some effective cut-off to 7, may
be eventually borne out by an improved treatment of
the dielectric function, it is not supported by the
present treatment. This is not necessarily surprising.
The argument that a plasma cannot support oscil-
lations with wavelengths much shorter than the
screening length does not necessarily mean that it
does support undamped and undispersed oscillations
alt the way down to the screening length. Extrinsic
damping can destroy plasma oscillations at shorter

6000 T r——— -
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3000

T
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tooo

3

mobility ( cm?/ Vsec )

PR G 1

0 sl o i
lol‘ '0” 'oll lol, lol’

acceptor concentration ( cm %)

Fig. 1. Theoretical and experimental values of the min-
onty-electron mobility. Emply squares are experimental
points{24)], filled circles are our calculated results and dashed
and solid lines are Lowney and Bennett's value for
q.=05r" and r*, respectively[s].
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wave vectors Even in the collisionless case, the
statement ¢ = r *° may not rest on firm ground. In a
p-type plasma. the screening length is essenuafly
determined by heavy holes. whereas hight holes
and interband transitions provide additional
channels for intrinsic damping at shorter wave vec-
tors. We behieve that these issues are strong incentives
for pursuing calculations of the complete mode
spectra using progressively improved dielectric func-
tions.

We now turn to a critical evaluation of the treat-
ment used in this work, and attempt to chart the road
for future improvements. When all electrons are
confined to the I -valley, as in the N, =10%cm *
case, the drift velocity is affected by two major
processes: scattering from the coupled hole-phonon
system and 1onized-impurity scattering. As noted
above, our straiegy has been to use the simplest
possible treatment for the former, while maintaining
full frequency and wave vector dependence. An im-
portant limitation of this formulation is the phe-
nomenologicai treatment of the effect of scattering on
the dielectric function. Since an accurate and well-
grounded analysis of the damping of plasma modes
and the effect of scattering on screening may well
be central to the problem at hand, we believe that
one should proceed directly to a true relaxation-
time treatment of the dielectric function, or perhaps
go beyond the relaxation-time approximation
altogether. Raman measurements can serve as a
valuable guide for progress in this area. Equally
important is the development of a nonperturbative
theory for the interactions of carriers with the dynam-
ically-screened hole-phonon system. More accurate
hole overlap faciors could also be beneficial. As the
hole concentration increases Lo 10" cm~?, scattering
events with larger energy and momentum exchange
become prominent. Smailer hole overlap factors
could reduce the relevant contributions to the dielec-
tric function. An apparently unappreciated property
of Kane’s overlap factors[25] is their troubling behav-
ior as 0 with nonzero &. This property could have
an adverse effect on the important long wavelength
regions of ¢,. Finally. our treatment attempts to
gauge the importance of the nonequilibrium nature of
the hole plasma by simply inserting nonequilibrium
distributions into an equilibrium theory. Whereas this
is a reasonable first step. it is clearly not the ultimate
objective. Although experimental evidence for the
apparent absence of a significant drag effect[22]
suggests that the nonequilibrium nature of the hole
plasma may not play a dominant role in determining
the minoritv-electron mobility, a fully nonequi-
librium treatment should be developed in due course.
It is also known that as the impurity concentration
increases, a number of complications arise in the
theory of ionized-impurity scattering{26]. As
incraasingly sophisticated models for minority-carrier
transport at high dopings are developed, such compli-
cations should be kept in sight.

K. Sapra and B. . STREETMAN

In summary, we have calculated velocity-field
characteristics of minority electrons in p " -GaAs in-
cluding dynamic screening and plasmon-phonon
coupling using a phenomenoclogically damped quasi-
nonequilibrium (wo-band dielecine funcuon. Our
results suggest that under conditions of interest here,
the drifting nature of the hole gas does not affect the
minority-electron drift velocity senously. Moreover,
calculated velocities are significantly higher than ex-
perimental values, indicating that larger forward
momentum relaxation is required to account for the
experimental data.
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Measurements of abrupt transitions in lll-V compounds
and heterostructures
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We review measurements of abrupt transitions in HI-V compound semiconductors and
heterostructures, including abrupt interfaces as found in quanturn wells (QWs) and high electron
mobility transistors (HEMTs), and abrupt doping profiles such as delta doping. The interface
quality of QW and HEMT structures can be studied using photoluminescence (PL). Several
methods are employed to characterize the abrupt doping profiles of deita-doped structures. Hall
and Shubnikov-de Haas measurements are used to extract the 2D carrier concentrations in detail.
C-V profiling is emploved to study the carrier profiles normal to the dopant plane. The actual
dopant distribution can be obtained by secondary ion mass spectrometry or by combining C~¥
profiling with theoretical calculations. The resolution of these measuring techniques will be

discussed.

I. INTRODUCTION

Abrupt transitions in 11I-V compounds, including abrupt
heterojunctions and doping profiles, have been of increasing
importance in high speed electronic and optical device fabri-
cation and design. The rapid development of advanced semi-
conductor growth technologies, such as molecular beamn epi-
taxy (MBE) and metalorganic chemical vapor deposition
(MOCVD), has greatly improved the crystal quality and
reliability of materials. This leads to nearly ideal hetero-
structures with abrupt interfaces. The interface roughness
plays a dominating role in determining the performance of
heterostructure electronic and optoelectronic devices. To in-
vestigate the properties of the abrupt interfaces, photolumi-
nescence (PL) at low temperatures, typically liquid helium
or liquid nitrogen temperature, is a sensitive and powerful
tool."* The PL spectra can provide information about the
interface quality as well as two-dimensional electron (hole)
gas (2DEG).

Extremely abrupt doping in III-V semiconductors has
been demonstrated by delta-doping, also called atomic layer
doping. Abrupt doping with donors such as Ge,” Si,** and Se
(Ref. 6) in GaAs, and Si {Ref. 7) in InGaAs, has been stu-
died, and p-type doping using C (Ref. 8) and Be (Ref. 9) in
GaAs has been reported. The physics and applications of
delta doping in 111-V compounds and heterostructures are
very interesting and have been reviewed in several recent
articles.'™'" In this doping technique the dopants are ideally
deposited onto a single plane by interrupting epitaxial
growth. The dopants are subject to diffusion and segregation
during growth,'*'* and therefore it is important to subse-
quently measure the doping distribution. Hall measure-
ments of delta-doped semiconductors have shown high two-
dimensional carrier concentrations'® and enhanced
mobilities. Shubnikov~de Haas (SdH ) measurements assert
the existence of a two-dimensional electron gas in the delta-
doping layer,'” and are used to calculate the subband carrier
concentrations associated with the 2D system.'® Along the
growth direction, the carrier profiles are extracted from ca-
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pacitance-voltage measurements, which is C-¥V profiling.
The C-V profile widths of the delta doping are much less
than the Debye length, which is the resolution of conven-
tional C-V profiling. This suggests that electrolyte C-V pro-
filing, with resolution typically larger than 50 A, is not useful
for such abrupt doping profiles. The actual dopant profile
widths are of the same order as the carrier profiles, as vert-
fied by secondary ion mass spectroscopy (SIMS).* How-
ever, to quantitatively evaluate the actual doping distribu-
tions, theoretical calculations combined with measurements
such as C-V profiling, Raman spectroscopy,'® and SdH
measurements, are still under study. It is believed that the
dopants are confined in the regime where quantum size ef-
fects occur.

il. ABRUPT INTERFACES

H1-V compound semiconductors provide a variety of lat-
tice-matched heterostructures with abrupt interfaces, and a
range of band discontinuities. The most widely studied ter-
nary and quaternary alloys are in the InAlGaAs and
InGaAsP systems, and most recently the InGaAsSb system.
This variety of materials results in a wealth of applications in
high speed electrical and optical devices, such as high elec-
tron mobility transistors (HEMTs) and quantum well
lasers. The layer abruptness of such heterostructures play an
important role in determining their performance. For exam-
ple, in HEMT structures, imperfection of the interface along
which the 2DEG conducts, reduces the mobility of the
2DEG due to the interface scattering of carriers. For optical
devices employing quantum well structures, interface
roughness as well as layer mixing results in optical spectral
linewidth broadening.

Photoluminescence ( PL) is a nondestructive technique to
measure radiative transitions in semiconductors, and is espe-
cially useful in compound semiconductors. For QW struc-
tures, the PL spectra can extract important information
such as recombination mechanisms,”” interface roughness,”’
and the impurities in the QWs.?>*" The lowest subband tran-
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Fi1G. 1. PL spectra from four quantum wells with different thickaess. Sam-
ples were grown by MBE at As cracking temperatures of increasing order of
(a). (b), (c), and (d), corresponding to the increase of AsQ. Significant
degradation of the PL spectra is observed in the presence of AsO while the
AsO cannot be detected by RGA (Ref. 25).

sition of QWs corresponds to a distinct peak distinguished
from the bulk material signals.'® This peak can therefore
accurately determine the thickness of the quantum well.?*
The linewidth of the QW peak is a sensitive index of the
interface roughness. For AlGaAs/GaAs QWs grown by mo-
lecular beam epitaxy, our group has demonstrated strong
dependence of PL spectra on the QW degradation induced
by AsO from the As, cracking source,”* while the AsO can-
not be detected by residual gas analysis (RGA). Figure 1
shows broadening of linewidth and reduction of intensity in
PL spectra, as a function of AsO content. In electrical de-
vices using HEMT or MDQW (modulation-doping quan-
tum well) structures, PL spectra can provide information of
the two-dimensional electron (hole) gas.?® Our group has
illustrated the relation between the PL spectral linewidth
and the 2DEG densities for AlGaAs/GaAs (Ref. 27) and
pseudomorphic AlGaAs/InGaAs/GaAs MDQWs.?* The
FWHM (full width at half maximum) of the 77-K PL spec-
tra can accurately measure the 2DEG densities, as illustrat-
ed in Fig. 2(a). This is due to the linewidth broadening in-
duced by the thermal motions of carriers. This technique
provides a nondestructive method to extract the carrier con-
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centrations, as verified by Hall measurement. The ratio of
linewidths at 77 and 4.2 K is linearly dependent on the Hall
mobrlities, and indicates the crystal quality since the 4-K PL
spectra is sensitive to the interface scattering while the 77 K
linewidth is not. The 4.2-K PL spectra can also predict the
Fermi energy position in the MDQWs.

IIl. DELTA DOPING

Delta doping in compound semiconductors produces the
narrowest doping profile reported so far, and has realized
novel electrical and optical devices, such as 5-FETs (delta-
doped field effect transistors),”®° and saw-tooth superlat-
tice lasers.”! Delta doping has exhibited 2D carrier concen-
tration much higher than that achieved by uniform doping.
For Si-doped GaAs, delta doping has demonstrated® 2D
electron densities > 1 X 10"> cm ™2, as cciupared to the sa-
turation concentration about 1.7 X 10'' cm™? in uniformiy
doped GaAs. The strong localization of carriers about the
dopant plane, as shown in Fig. 3, gives a strong screening
effect of the ionized impurity scattering to the free carriers,
resulting in enhanced carrier mobilities. The use of
delta doping in modulation doping devices’’* such as
MODFETs has demonstrated improved transconductance
and therefore current driving capability due to high density
2DEG, as verified by experiments and theories.’*3¢ Delta
doping can also be employed in submicron devices to im-
prove short channel effects. It has been shown in conven-
tional HEMT devices that the carrier mobilities are drasti-
cally reduced at high electric field,*” setting a lower limit on
the channel length. Devices using the delta-doping plane as a
conduction channel such as 5-FETs,* however, suffer much
less reduction of carrier mobilities at high field. The §-FETs
show better performance than the conventional HEMT, in
submicron channel length regime. Recently, delta doping in
quantum wells’ has been employed in FET device fabrica-
tion*® since the quantum wells provide additional carrier
confinement, yielding improved breakdown voltages.

IV. CARRIER CONCENTRATIONS

The 2D carrier concentrations in the delta-doping layer
are of great importance and provide the current flow used for
devices. The understanding of the 2D carrier system can be
of great help in optimizing device design and fabrication.
Hall effect measurement is by far the most common tech-
nique to measure free-carrier densities and mobilities in
semiconductors at weak magnetic fields,*' typically of the
order of kilogauss. Measured Hall concentrations of about
10"* cm ~2 have been reported for Si delta doping in GaAs,’
as compared to Hall concentrations of <1102 ¢cm~2 for
AlGaAs/GaAs HEMTs. The Hall mobilities of Si delta dop-
ing in GaAs are enhanced compared to that of equivalent
uniform doping, due to strong screening of Coulombic po-
tential induced by the ionized Si dopants. Moreover, the low-
temperature Hall concentrations of delta-doped GaAs show
dependence on the applied magnetic field.** This results
from the fact that in the delta-doped samples there are sever-
al conduction channels with different carrier mobilities,*
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FiG. 2. (a) A PL spectrum of a MDQW from which the Fermi energy position can be extracted, (b) 77-K PL linewidths as a function of sheet carrier density
measured by Hall measurements. showing a good linear dependence, (c) ratio of linewidths at 77 and 4.2 K as a function of 77 K Hall mobility (Ref. 27).
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F1G. 3. Schematic diagram of Si delta doping in GaAs, where the Si dopants
are ideally deposited on a single plane during the epitaxial growth interrup-
tion.
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due to subbands induced by the dopant plane.** A similar
field-dependent effect of Hall concentrations can also be
found in AIGaAs/GaAs HEMTSs,** where the carriers in the
AlGaAs layer are not fully depleted and thus form another
conduction channel. The Hall concentration is therefore a
weighted sum of the carrier density of each subband, as veri-
fied by temperature-dependent Hall measurements.*®

To investigate the subband system associated with the del-
ta-doping layer, Shubnikov—de Haas measurements can be
used to extract the carrier concentration of each subband
from the oscillation period of magnetoresistance versus
magnetic field.*” The SdH measurement requires high mag-
netic field, of the order of tesla (10° G), and liquid helium
temperature operation. Figure 4 shows typical SdH oscilla-
tions of longitudinal magnetoresistance versus inverse mag-
netic field for delta-doping structures. The data indicate the
existence of the 2DEG and separate subbands.**** Each
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Fi1G. 4, SdH measurement of Si delta doping in GaAs, showing the process-
ing of the transverse magnetoresistance p,, to a FFT spectrum, indicating
the location of each subband and its carrier concentration (Ref. 44).

group of oscillations corresponds to one occupied subband
and subband carrier populations can be calculated from the
oscillation periods. Fast Fourier transform (FFT) tech-
niques have been employed to expedite the caiculation. The
subband mobilities of the 2DEG can also be estimated
through the SdH measurement.*®

V. CARRIER AND DOPANT PROFILES

The actual distributions of dopants and carriers along the
growth direction in delta-doping structures should be mea-
sured to understand dopant incorporation during epitaxial
growth and carrier localization mechanisms. Capacitance-
voltage (C-¥) measurement is a well-accepted electrical
profiling technique for doping in semiconductors.*” The C~
V profiling method measures the free-carrier profile in a
Schottky, p* n, or n* p diode structure, based on the deple-
tion approximation. The carrier profile is a good approxima-
tion to the actual doping profile for homogeneous or slowly
varying doping. The resolution of C-V profiling is of the
order of Debye length,***! typically > 50 A. This has in the
past led to a conclusion that carrier profiles any more abrupt
than a Debye length cannot be detected by the C-¥ measure-
ment. However, this conclusion does not hold in cases for
which extremely sharp variation such as deita doping oc-
curs, because of quantum size effects. In delta-doping layers,
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FiG. 5. {(a) The measured C-¥'curve, (b) the C-¥ profile depth, and (c) the
C-¥ profile with a FWHM of 40 A, for Si delta-doped GaAs ( Ref. 53}.

the electrons are described by wave functions corresponding
to subbands, rather than by dopant distribution functions.*?
The C-V profiling thus shows the expectation values
through the conventional formulation.** Theoretical calcu-
lations demonstrate that the resolution of the C-¥ profiling
in the delta-doping structures is the spatial extent of the
ground state wave function,> typically of the order of lattice
constants. For Si delta doping in GaAs, a typical C-¥F curve
and the C-V depth are illustrated in Fig. 5. The resulting C-
V carrier profile, also shown in Fig. 5, exhibits a FWHM of
40 A, much less than the Debye length. The profile width
strongly depends on the dopant diffusion and therefore the
substrate temperature during growth.** The C-V profiles of
Be delta doping in GaAs at low growth temperature
< 550 °C are even narrower than that of Si delta doping, as
illustrated in Fig. 6. The narrowest C-V profile FWHM of
12 A yet reported was obtained in delta-doped quantum
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F16.9. Comr . rison of FWHM of C- V profiles based on theories and experi-
ments, indicating that the dopants are in fact confined in a monclayer plane
(Ref. 53). The dz represents the FWHM of the dopant distribution.

wells,* as shown in Fig. 7. The additional confinement of
the quantum wells gives rise to much narrower carrier pro-
files than that of delta doping in bulk materials. Our studies
of delta-doped quantum wells have demonstrated a signifi-
cant narrowing effect of the C-V profiles.*’ Figure 8 shows
that the FWHM of the C-V profiles decreases as the quan-
tum well width decreases.”’

The actual dopant distributions of the delta doping are
important information to determine the dopant diffusion
during growth or annealing.** Secondary ion mass spectros-
copy (SIMS) has been used to study the dopant diffusion*™
and verify that the dopant distributions of the delta doping
are close to a delta function, as shown in Fig. 6(b). The
resolution of the SIMS technique is limited by roughening of
the surface and the “‘knock-on-effect,” which tend to in-
crease the uncertainty and width of the dopant profile.* This
can be seen in Fig. 6, in which the C-¥ profile shows narrow-
er width than the SIMS profile. Theoretical calculations ob-
tained by fitting dopant distributions into the C~V carrier
profiles, as illustrated in Fig. 9, reveal that the dopants are
spatially confined within a few lattice constants. However,
the presence of DX centers for heavily Si doped GaAs may in
fact cause a2 narrowing effect on the C-¥ carrier profile, indi-
cating that the actual dopant distributions may be wider
than previously assumed.®

In conclusion, the measurements of the abrupt transitions
in I1I-V materials require high resolution measuring tech-
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nique as well as theoretical calculations involving quantum
mechanics and statistical mechanics. The PL has been able
10 measure the abruptness of intrinsic or lightly doped heter-
ostructures such as quantum wells, and the electrical proper-
ties of doped structures such as MDQWs. To measure
abrupt doping profiles such as delta doping, it is essential to
employ measuring tools with resolutions of the order of lat-
tice constants. Full investigation of the delta-doping layers,
however, needs the combining of experiments and calcula-
tions and is a very attractive topic in physics and device ap-
plications.
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Degradation of photoluminescence from quantum wells grown

on top of low-temperature butfers
A. Srinivasan, Y. C. Shih, and B. G. Streetman
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(Received 16 September 1991; accepted 17 September 1991)

The high-resistivity properties of low-temperature (200-300 °C) molecular-beam-epitaxy-grown
GaAs and AlGaAs have great potential for device applications. The purpose of this study is to
examine the effect of low-temperature buffers (LTB) on the crystal quality of epilayers grown
on top. Photoluminescence (PL) from quantum wells grown at regular growth temperatures
(620 °C) is found to be sensitive to changes in crystal quality introduced by the LTB. Limiting
LT AlGaAs buffer thicknesses to a critical thickness is found necessary for growing layers with

good quantum-well PL.

I. INTRODUCTION

Molecular-beam-epitaxy (MBE) grown low-temperature
(LT) GaAs has been found to exhibit very interesting
properties. Annealed LT GaAs exhibits high resistivity and
has been used as buffer layers to reduce sidegating and
backgating of metal-semiconductor field-effect transistors
(MESFETs) and high-electron-mobility transistors.'™
Other applications include use of the LT layer as an isola-
tion buffer layer for solar cells.* The LT GaAs has also
been used as the photoconductor material for THz pulses.’
Low-temperature buffers appear to reduce threading dislo-
cations in lattice-mismatched devices.®

These layers have been found to contain about 1-2
at. % excess As which forms precipitates on annealing the
layers to about 600 °C.™"'2 The high-resistivity properties
have been attributed to the presence of these precipitates in
both AlGaAs and GaAs. The addition of aluminum ap-
pears to increase the resistivity by an order of magnitude
and makes LT AlGaAs preferable to LT GaAs as an iso-
lation buffer.

These LT layers can be used as “active™ layers or as
isolation layers only if the epitaxial films grown on top are
smooth and free from defects induced by the underlying
LT layer."* Photoluminescence is sensitive to changes in
quantum-well interfaces and material quality.”*'> The
rough interface or defects migrating to the quantum-well
interface from the LTB would influence the PL.

iIl. EXPERIMENTAL STUDIES

Semi-insulating (100) GaAs wafers were used in this
study. The wafers were first cleaned in de-ionized (DI)
water for 2 min and blown dry in dry nitrogen. They were
ther. mounted to molybdenum blocks using indium solder.
After the cleaning and mounting process, the blocks were
loaded into a Varian Gen II MBE system and outgassed at
450°C for 1 h. The oxide was desorbed by heating the
sample under an As overpressure at 670°C. The layers
were grown at an As/Ga incorporation ratio of 1.8 and a
growth temperature of 620 °C. The As/Ga BEP ratio was
about 15. The arsenic was obtained from a cracker
source.'®
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All samples incorporated four quantum wells grown on
a LT buffer. The thickness of the LT buffer layer was var-
ied from O to 1.5 um in different samples. LT GaAs buffers
were grown at 230 and 300 °C, and LT Al ;Gag ;As buffers
were grown at 230 and 270 °C. These bufler layers were
grown on top of a 0.5 um smoothing layer of GaAs and
were annealed for 10 min at 620 °C under an As, overpres-
sure. Then four GaAs quantum wells (35, 19, 11, and §
ML) were grown with 200 A Aly;Gag,As barriers at
620 *°C on top of the LTB. A four-quantum-well reference
sample without any LT buffer was also grown for compar-
ison studies.

Photoluminescence (PL) measurements were done on
the quantum wells at 4.2 K. The 514.5 nm line from an
argon-ton laser was used as the excitation source at power
densities of 100 mW/cm?. A typical spectrum for the ref-
erence (no LT buffer) sample is shown in Fig. 1.

il. RESULTS AND DISCUSSION

We observe a degradation in the PL of quantum wells
on top of LT AlGaAs grown at either 230 or 270°C. In
fact, PL from the quantum well (35 ML) nearest to the
LTB was not detectable. The spectral linewidth of the 5
and 11 ML wells increased as the thickness of the LT
AlGaAs grown at 230°C increased above 0.75 um, as
shown in Fig. 2. The peak luminescence of all the quantum
wells with LTB thicknesses greater than 0.75 um was red
shifted (Fig. 3). The onset of this shift in the peak energy,
together with a change in linewidths and a decrease in the
integrated PL intensities, occurred at the same LTB thick-
ness of 0.75 um. LT AlGaAs grown at a higher tempera-
ture of 270 °C showed a smaller red shift of peak PL at
about 1.5 um (Fig. 4). In this case, the linewidth and the
integrated PL intensity did not change significantly as the
LTB thickness increased. The greater degradation of PL
for lower growth temperatures may be due to greater in-
corporation of As in the lattice.

The migration of excitons to thicker wells would explain
the red shifting of the peaks. This thermalization would
only occur if the growth island size is smailer than the
exciton diffusion length (about 1.3-1.8 um). Quantum
wells with a ragged interface would experience different

® 1992 Amaerican Vacuum Society 835
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FIG. 1. Typical spectrum for the four-quantum-well structure without a
LT buffer layer.

confinements depending on the position of the exciton in
the well. The PL from such structures would result in a
refatively broad peak due to transitions at different ener-
gies.

LT GaAs grown at 230 °C under the same growth con-
ditions did not result in any degradation in quantum-well
PL linewidth or the red shift in peaks. All four quantum-
well peaks appeared in the spectrum. The integrated PL
intensity remained approximately constant for all the LT
GaAs buffers. LT GaAs grown at 300 °C did not show any
degradation for the buffer thicknesses (1.5 um) studied.

After the 10 min anneal, the reflection high-energy dif-
fraction (RHEED) (2Xx4) surface reconstruction was
found to recover for both LT GaAs and LT AlGaAs.
From qualitative studies of the RHEED patterns, the LT
AlGaAs layers did not smooth out during the annealing
period to the same extent as the LT GaAs layers. This is
consistent with the complete disappearance of the first
quantum-well PL in the LT AlGaAs layers. The bond en-
ergy for Al-As is greater than Ga-As, which contributes

11 ML well

8488383
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FI1G. 2. Influence of LT AIGeAs layer thickness on FWHM of PL for two
quantum-well widths.
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the exciton themalizes to thicker wells.

to increased surface roughness and slower recovery of
RHEED intensities.

IV. CONCLUSION

The experiments found a degradation of PL for quan-
tum wells grown on top of LT buffers which had been
grown at different temperatures in the range of 230--300 °C.
The study of LTB material included both GaAs and Al-
GaAs. We conclude that surface roughness from the LT
GaAs is not a problem if the buffers are annealed for times
long enough for the RHEED intensities to recover. There
is a thickness limit on the LT AlGaAs layers that are
grown under similar growth conditions. This limit appears
to be related to the intrinsic roughness introduced by Al
and the amount of excess arsenic that is incorporated in the
LT AlGaAs buffer. A higher temperature for growth of
these LT layers appears to reduce the associated surface
roughness. The reduced surface mobility of Al and Ga at
these low temperatures could have a role in the contribu-
tion to surface roughness.
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Enhancement of carrier concentration and spatial confinement
in molecular-beam epitaxial Sl and Be 5-doped GaAs by increasing
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We report the effects of changing As,/As; flux ratio from an As cracking source on Si and Be
5-doped GaAs grown by molecular-beam epitaxy. It is observed that the carrier concentration
increases as the As,/As, flux ratio increases. The spatial confinement of carriers in the 5-doped
induced potential well is also enhanced using high As,/As, flux ratio. These effects are
attributed to the enhancement of dopant incorporation by As, during the 5-doping growth

period.

I. INTRODUCTION

The technique of § doping in semiconductors has moti-
vated a large amount of research on device applications
and material studies. By introducing a single plane of dop-
ants into semiconductors, a variety of novel devices have
been suggested.' In practice, the & doping is accomplished
by depositing dopant atoms onto a growth-interrupted
semiconductor surface using epitaxial growth techniques,
such as molecular-beam epitaxy (MBE) or metalorganic
chemical vapor deposition (MOCVD). Abrupt doping
profiles with widths on the order of few lattice constants
have been confirmed by various characterizing techniques
and theoretical calculations.’ For example, an extremely
narrow capacitance-voltage (C-V) profile with a full
width at half-maxima (FWHM) of 5 A has been reported
in 8-doped quantum wells." The abrupt dopant distribu-
tions in §-doped structures give rise to many interesting
phenomena, such as quantum-size effect from the dopant-
induced potential well, enhanced carrier mobilities, and
enhanced carrier concentrations.*

MBE is widely employed to synthesize § doping in semi-
conductors, such as GaAs and Si. In §-doped GaAs, the
Ga flux is normally tumed off to interrupt the GaAs
growth and the dopant shutter is opened, while the As
shutter is kept open to maintain surface stoichiomet-y. In
other words, the growth-interrupted surface is exposed to
both As and dopant fluxes during the 6 doping growth
period. Si and Be are used respectively as donor and ac-
ceptor species in 6-doped GaAs. Currently, MBE systems
use tetrameric (As,) and/or dimeric (As,} arsenic
sources. In practice, the As. cell consists of an As, crack-
ing section and a sublimation section.” The As flux from
the As; cracking source in fact contains a fraction of un-
cracked As,, and by adjusting the cracking temperature
the fraction of As; in the As flux can be varied. The growth
mechanisms of GaAs with As; and As, are different, being
first-order® and second-order processes,” respectively. The
As; source has some advantages over the As, source in
crystal growth;® however. for homogeneous Si doping in
GaAs, it has been shown recently that the use of a high
As,/As,; flux ratio from an As, cracking source leads to
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higher electron concentrations.® No similar study has been
done on 6-doped GaAs prior to the present work.

We report the effects of the As,/As; flux ratio on Si and
Be 6-doped GaAs. Hall measurements are employed to
measure the free-carrier concentrations, and the spatial ex-
tents of the carrier distributions are characterized by C-¥
measurements.

1. EXPERIMENTS

Samples were grown in a Varian Gen II MBE system
with a structure consisting of a S000 A undc, «d GaAs
smoothing layer grown at 600°C and a 5-doping layer
sandwiched between two 1000-A-thick GaAs layers grown
at 600 or 550 °C. During the 5-doping growth periad, the
Si (Be) shutter was open for 30 (10) s. The GaAs growth
rate was 1.0 ML/s. The As,/As, flux ratio was adjusted by
changing the cracker furnace temperature, as measured by
a pyrometer. The As-to-Ga incorporation ratio is kept con-
stant at 1.7 by adjusting the sublimator power. Figure |
shows the cracker furnace temperature and the As beam
equivalent pressure (BEP) as functions of the voltage of
the cracker power supply. As shown in Fig. 1, the cracker
furnace temperature is roughly proportional to the voltage
applied to the cracker heating clement; therefore, subse-
quent discussions and figures refer to the cracker voitage as
an indicator of temperature. Since As, has a lower sticking
coefficient than As,, a high As BEP would imply a high
Asy/ As, flux ratio for constant As-to-Ga incorporation ra-
tio, which corresponds to low cracker voltages. Residual
gas analysis (RGA) also confirmed that the relative
amount of As, in the As flux increases as the cracker voit-
age decreases. Hall measurements were performed at room
temperature and no significant carrier freezeout was ob-
served at low temperature (77 K). An HP4194 Gain-
phase/Impedance analyzer was employed to measure C-V
profiles at frequencies ranging from 100 kHz to { MHz.

. RESULTS AND DISCUSSION

Figure 2 shows the two-dimensional free-carrier concen-
tration as a function of the cracker voltage at substrate
temperatures of 550 and 600 °C for Si and Be § doping,
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much as a factor of 2 for both types of doping. The Hall
mobtlitics are nearly constant at about 2300 and 100
cm*/V s in St and Be 8-doped samples. respectively. for all
cracker voltages. These observations suggest that dunng
the &-doping growth period As, molecules may have the
following effects versus As, molecules: (1) higher incorpo-
ration of the dopant atoms onto the surface or (2) a higher
electnical activation or less autocompensation of the dop-
ants after the deposition of the 8-doping layer. In Be 5-
doped samples, it is unlikely that the electrical activation of
Be atoms depends on the species of As after the 6-doping
growth period. Previous work® also indicates that auto-
compensation of Si in GaAs is a neghigible effect. There-

FWHM (A)

10 1

Cracker Voliage (V)

Fici. 4 The FWHMs of the C-¥ profiles of Be 8-doped GaAs with
growth temperatures of 600 and $50°C.




865 Shih, Biock, and Streetman: MBE Si and Be s-doped GaAs by increasing As,/As tiux ratio 885

fore, the first possibility is the most probable explanation of
the experimental results. Since As, is more reactive at the
surface than As,, it may be that the formation of volatile
molecules involving As, and the dopants can cause the
reduction of dopant incorparation in the crystal.

C-V measurements confirm that the dopant incorpora-
tion is higher for high As,/As; flux ratio. As shown in Fig.
3, the FWHM of the C-V profiles of Si 5-doped GaAs
increases as the cracker voltage decreases. This might be
expected from the higher incorporation of dopants as the
Asy in the As flux increases. As a result, the confinement of
carriers in the dopant-induced potential well is enhanced
due to a larger number of ionized dopants and therefore
stronger Coulombic attractive interactions. At low growth
temperatures, the C-V profiles show less dependence on
the cracker voltage because there is less As reevaporation.
Similarly, in Be 8-doped GaAs, as shown in Fig. 4, the
FWHM of the C-V profile decreases as the cracker voltage
decreases. At low cracker voltages where the resulting dop-
ant concentration is higher, however, the width of the C-V
profile increases. This results from the fact that at very
high Be concentration, the repulsive Coulombic interac-
tions between the ionized Be acceptors become significant.”
As a result, the dopant distributions and thus the carrer
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distnbutions are broadened when the spacing between Be
acceptors reaches a minimum.
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Scanning tunneling microscopy and spectroscopy is used to study GaAs multiple pn junction
samples cleaved in ultrahigh vacuum. Direct topographic contrast over the pr junctions can be
observed in the constant current imaging mode. The topographic height in the p-type regions
appears much lower (by about 5 A) than that in the n-type regions. Tunneling spectroscopy
measurements show consistency with the assignment of the p- and n-type regions. We discuss a

possible mechanism for the observed contrast.

Recently, there have been numerous applications of
scanning tunneling microscopy (STM) to study semicon-
ductor junctions including homo- and heterojunctions.'”’
The most appealing feature of this approach is the ability
to simultaneously investigate both the structural and elec-
tronic properties at atomic or nanometer resolution. The
understanding of these properties is very important for the
development of ultrasmall devices for modern electronics.

Because STM is a surface sensitive technique, one
needs to create a fresh surface which exposes the junction
regions. It is generally agreed that the best way to do that
is to cleave samples under ultrahigh vacuum (UHV). The
tunneling tip is then brought into the junction region for
STM studies. Since the device junction areas are usually
less than one micron across, the major technical difficulty
is the precise positioning of the tip in the junction region.
Many groups have therefore combined STM with a scan-
ning electron microscope (SEM)"? to help position the tip
in the junction region, with most of the studies concentrat-
ing on the heterojunction systems. In fact, it was only after
an UHV-SEM/STM combination had been developed that
the first atomically resolved images of semiconductor het-
erojunctions (AlGaAs/GaAs system) was achieved.'

As for the semiconductor homojunctions, most of the
studies have concentrated on Si pn junctions,>” although
very few were studied with an UHYV environment. Further-
more, most of those studies relied on biasing the p- and
n-type regions differently in order to observe any contrast
between the junction regions. On the other hand, STM
studies of the GaAs pn junctions have never been explored
exc:pt for a study using scanning tunneling potentiome-
try.

STM studies of GaAs pn junctions have a major ad-
vantage over those of Si pn junctions. Since the intrinsic
surface states of the cleaved GaAs (110) surface are out-
side the band gap, tunneling spectroscopy measures a sur-
face band gap which is the same as the bulk band gap.’
Furthermore, if there are no extrinsic surface states to pin
the surface Fermi level, then the position of the Fermi level
relative to the band edge measured by the tunneling spec-
troscopy is the same as that in the bulk.® Thus, the idea of
mapping out the band profile across the pn junction using
scanning tunneling spectroscopy is possible in the cleaved
(110) surface of GaAs. This is certainly not the case for Si.
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In this letter, we report scanning tunneling microscopy
and spectroscopy (STM/S) studies of GaAs multiple pn
junctions. To our knowledge, this is the first STM/S study
of GaAs pn junctions. Qur experiments were performed in
a UHV-STM system equipped with a unique dual-axis
sample translation stage (the design and the characteristic
of which will be des ‘ribed elsewhere). GaAs multiple pn
junctions were grown using molecular beam epitaxy
(MBE) with varying doping densities and layer thick-
nesses. Si and Be were used as dopants and the layers were
grown at 600 °C under As-stable conditions. Samples were
cleaved in UHV with a base pressure of 5x 10~ !! Torr or
less to create (110) surfaces, thus exposing the junction
area. The tunneling tip was first brought to the sample
within 20 um from the edge by using an optical micro-
scope. Instead of using a UHV-SEM/STM combination,
we employed a different edge finding method which enables
us to locate the tip over the junction regions very reliably.
The details of this method will be described elsewhere.

Figure 1 shows a small area of a constant current im-
age taken at the n™* substrate right ncxt to the pn junction
regions. The image was obtained at a tip bias of +3 V
relative to the sample, thus corresponding to that of the As
sublattice.” The atomically resolved image is used to cali-
brate the piezoelectric scanner and to characterize the tip
before the large area scan over the junction is performed.
Figure 2(a) shows the grown device structure where the
area enclosed by the dashed line corresponds to the
scanned area shown in Fig. 2(b). This three-dimensional
(3D) perspective-view image was obtained at tip bias of
+2.9 V, thus corresponding to the image of the filled states
of the sample. As one can clearly see in this perspective-
view image, there is a large topographic height difference
between the n-type and p-type regions in this constant cur-
rent image. The topographic height in the p-type region
appears lower than that in the n-type region. It also shows
a dependence on cither the device width or the doping
level, namely, the shorter device region (or higher doping
level) shows a higher contrast. The largest topographic
height difference is about 5 A. STM images obtained at the
opposite bias (—2.9 V) also show similar contrast,
namely, the topographic height in n-type regions being
higher than that in the p-type regions.

The assignment of the p- and n-type regions was first
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FIG. 1. Top-view STM image acquired at the n* substrate right next to
the pn-junction regions. The image is obtained at a positive tip bias of 3 V,
thus corresponding to the As sublattice. The scanning area is 100 by
100

based on a comparison of the length scale shown in the
image with that of the grown device structure. In addition,
tunneling spectroscopy was used to verify our assignment.
Two typical tunneling spectra are shown in Fig. 2(c)
which were acquired at the positions shown on the image
2(b) labeled as spots | and 2. The voltage scale on the I-V
spectra represents the voltage of the tip relative to the
sample; thus, positive voltages correspond to filled states of
the sample. The positions of the band edges (also marked
on the /-V spectra) are determined as the positions where
there is no detectable tunneling current. The error bar is
estimated to be £0.1 eV. As one can see, the spectra show
that the Fermi level is closer to the valence band edge in
the p-type region, whereas it is closer to the conduction
band edge in the n-type region. However, our spectra show
a slightly larger band gap than the bulk band gap of 1.4 eV.
The measured gap values are 1.6 0.2 and 1.8§£0.2 ¢V in
the n- and p-type regions, respectively. This may be due to
the effect of the tip-induced band bending in the measure-
ment. Furthermore, the shift in the spectra acquired at the
n-type region relative to that acquired at the p-type region
is only about 0.7+0.2 eV when one uses the assignment of
the conduction band edges. This shift is smaller than the
built-in potential. Nevertheless, the spectra show qualita-
tive agreement with our assignment of the p- and n-type
regions.

We now discuss the contrast mechanism. We interpret
our immage by considering both the work function difference
in the p- and n-type regions and the effect of the tip in-
duced band bending. Figure 3(a) shows energy diagrams
of the tunnel junctions at the p- and n-type regions, respec-
tively. It should be noted that the length scale in the tun-
neling region (order of 20 A) and the length scale in the
band bending region {order of a few hundred angstroms)
is not the same. The work function at the p-type region is
higher than that at the n-type region by about 1.4 eV. With
the tip biased positively, the Fermi level of the tip is lower
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than that of the sampie. This will cause the band to bend
downward resulting in a highly accumulated layer in the
n-type and depleted layer in the p-type region (until the
inversion occurs). A highly accumulated layer in the n-
type regions means that there are appreciable occupied
states in the conduction band. Since the tunneling occurs
between the accupied states of the sample and the unoccu-
pied states of the tip, the highest occupied states of the
sample see the lowest tunneling barrier {shown as a thick
dashed arrow in the figure). As a result, the effective tun-
neling barrier height for the n-type region is substantially
smaller than that for the p-type region. This interpretation
is consistent with the higher topographic heights observed
in the n-type region.

The same interpretation applies for the case when the
tip is negatively biased. Figure 3(b) shows the energy di-
agrams for this case where the depletion occurs in the
n-type region and the accumulation occurs in the p-type
region. Since the fowest tunneling barrier height occurs at
the highest occupied states of the up (shown by the thick
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FIG. 3. (a) Enecrgy diagrams of the tunnel junctions with the tip posi-
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region (order of 20 A) aad the length scale in the band bending region
(order of a few hundred angstroms) is not the same. (b) Same energy
diagrams of the tunnel junctions as those shown in (a) except that the tip
negatively biased.

dashed arrow in the figure), the effective tunneling barrier
height is still smaller in the n-type region. Thus, this inter-
pretation is also consistent with the same contrast observed
in our study when the tip was biased negatively.

Consider that 7 ~exp( —2xS'), where x is related to the
effective barrier height &, as

k= (2me/R)\2

The observed topographic height difference can then be
expressed, to first order, as

AS = (Ax/x)"So,

where S, is the average tip-to-sample distance. If we esti-
mate that Ad is about 1-1.5 eV then Ax is about 0.15-0.2
A~'. A typical x is 1 A™'. If we also assume that S, is
about 15-20 A, then AS is about 3—4 A which is consistent
with our experimental value of 5 A. The assumption of S,
being about 15-20 A is based on previous measurements of
the vacuum barrier resonance such as those used by
others'>'? to determine the absolute tip-to-sample dis-
tance. However, we do not rule out the possibility that
there could exist other explanations for the pn contrast
observed in our experiments.

Our interpretation of the contrast mechanism can be
extended to explain the lack of contrast in the constant
current image of the Si pn junctions cleaved in UHV.” The
cleaved Si(111) surface has a small surface gap of about
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0.2 eV,'! thus pinning the surface Ferms ievel for both p-
and n-type regions to within 0.2 eV. The iack of the vari-
ation in the surface Ferm level relative 1o the band edge
results in little difference in the effective tunneling barrier
heights for the p- and n-type regions. As a result, there is
Yittle difference in the observed topographic heights. Inter-
estingly enough, there is a very recent STM study cf Si pn
junctions in air'® with the oxide layer formed on the
cleaved Si surface. The basic idea for this work was to use
sample/oxide interface to replace the sample/vacuum in-
terface, thus to eliminate the surface Fermi level pinning.
Indeed, it was found that there exist large topographic
height differences of about 5§ A (similar to ours) between
the p-type and n-type regions for both the positive and
negative tip biases. However. it should be noted that in that
case, the tunnel junction is much less well-defined.

In summary, we have used scanning tunneling nicros-
copy and spectroscopy to study GaAs multiple pn junc-
tions. Direct to topographic contrast over the pn can be
observed in the constant current image. Tunneling spec-
troscopy measurement shows consistency with the assign-
ment of the p- and n-type regions. We believe that the
prirnary mechanism for the observed contrast is due to the
combination of the tip induced band bending and the dif-
ference in the work function between the p- and n-type
regions. Our study has demonstrated the great potential of
STM for providing an understanding of the structural and
electronic properties of semiconductor junctions.
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A mechanism for achieving a first-order phase transition in the threshold characteristics of a
laser is discussed, and data demonstrating the effect are presented. It is suggested that a
first-order phase transition can be realized through the design of a laser active region if the gain
medium is localized to a spatial region with longitudinal dimensions much less than the
wavelength of the resulting laser light. Evidence of the first-order phase transition is presented
in the spontaneous emission characteristics of a microcavity semiconductor laser, which shows
a decrease in the separation energy of the quasi-Fermi levels at threshold, along with hysteresis

in the light versus current characteristics.

Early in the study of lasers it was recognized that the
transition from below to above threshold exhibits charac-
teristics that can be associated with a nonequilibrium phase
transition.'~ In most lasers. threshold resembles 2 second-
order transition, but a first-order transition can also be
achieved in a Fabry—Perot cavity laser system through the
use of, for example, a saturable absorber.* In this letter we
suggest that a more fundamental 1aeans exists in which a
first-order transition in laser threshold can be achieved,
solely through the passive cavity design and the spatial
distribution of the gain medium in the cavity. The design of
such laser cavities has become possible with the advent of
semiconductor microcavity devices, in which lasing can be
achieved using a gain medium which exists in the form of
a heterostructure quantum well (QW) with thickness
much less than its emission wavelength. In this letter we
present data on such a microcavity laser in which strong
evidence of the first-order lasing transition has been found
in the spontaneous emission characteristics of the device’s
threshold region. The spontaneous emission characteristics
provide a direct means of analyzing the laser gain behavior
at threshold, since both the spontaneous emission and op-
tical gain depend on the quasi-Fermi level separation in the
QW active region of the semiconductor laser. Saturation
behavior of the gain at threshold is measured for the semi-
conductor microcavity laser and compared to a more stan-
dard longer cavity edge-emitting semiconductor laser.
While the first-order lasing transition is demonstrated for
the semiconductor laser, we believe the mechanisms to be
quite general with potential application to other laser sys-
tems as well.

To illustrate the role of the cavity and gain medium
design in controlling threshold characteristics, we consider
a simple model in which a Fabry-Perot cavity contains a
single optically thin gain region with a thickness /,<4,
(gain path of /,), where A, is the center emission wave-
length of the active medium. Coherence in spontancous
emission has similar descriptions in either the semiclassical
or fully quantum mechanical approaches,’ and it is illus-
trative in this discussion to counsider the spontaneous emis-
sion from the semiclassical approach. The spontaneous
emission then exists in the cavity in the form of wave pack-
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ets, the coherence length of each wave packet being deter-
mined by some characteristic collision time which fully
breaks coherence in the spontaneous emission.® Since the
spontaneous wave packet in the cavity is a traveling wave,
the optical gain felt by the wave packet when passing
through the gain region, /,, will be the same for a fixed
number of excited dipoles whether the gain is confined to a
region of /€A, or distributed over a region of length
1, A¢. In either case the electric field amplitude is averaged
over a cycle of oscillation to determine the photon-dipole
interaction. However, above threshold the gain from the
thin active region can be increased if the optically thin gain
region is placed at 2 standing wave antinode of the laser
field in the Fabry-Perot cavity. This is considerably differ-
ent from the case for which the gain region is distributed
over a region /;» A, in which the optical gain is identical for
the traveling wave packet and the standing wave laser field.
The change comes quite simply from strategically locating
the active dipoles at a standing wave antinode. The result
of the change is now an optical gain which depends on the
light field in the cavity (that is a traveling wave due to
spontaneous emission or a standing wave due to the laser
field), and a hysteresis can be expected to develop in the
threshold, characteristic of a first-order phase transition.
Gain in the semiconductor laser is characterized by the
separation of the quasi-Fermi levels in the QWSs, which will
in turn be controlled by the drive current and the electron-
hole recombination rate. Figure 1 shows a qualitative plot
of the quasi-Fermi level separation in a laser active region
versus drive current for three cases; a nonlasing device
with no gain saturation, gain saturation due to a second-
order lasing transition, and gain saturation due to a first-
order lasing transition. When the gain region is distributed
over a distance of /> A, the saturation in the separation
energy of the electron and hole quasi-Fermi levels occurs
smoothly at threshold due to the increase of stimulated
emission with a clamping of the population inversion, rep-
resentative of the second-order phase transition. This be-
havior of the second-order phase transition is typical of the
more standard edge-emitting semiconductor laser with a
distributed gain region. In the first-order case the gain re-
quired for lasing decreases above threshold due to the es-
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FIG. 1. Plot of the quasi-Fermi level separation in a p-n junction QW
active region vs drive current showing the behavior for a nonlasing device,
a laser with a second-order transition at threshold, and a laser with a
first-order transition at threshold.

tablishment of the standing wave lasing field. This results
in a decrease of the quasi-Fermi level separation with in-
creasing drive current just above threshold (Fig. 1). In the
analogy between phase transitions and laser threshold, the
population inversion for laser threshold plays the role of
temperature in an equilibrium phase transition, while the
coherence length in the electric field is the ordering param-
eter. The population inversion in the semiconductor laser is
given by the quasi-Fermi level separation, so voltage mea-
sured across the active region of the laser plays the role of
temperature. Consequently, whether the phase transition is
first or second order in the threshold of a laser diode can be
determined by driving the diode with an ideal voltage
source and measuring the threshold characteristics in the
light output. A hysteresis will be observable for this ideal
first-order case, due to the negative resistance provided by
the laser diode junction impedance at threshold (Fig. 1).
We note that a hysteresis in the operating characteristics
would not be observed if the laser diode were driven by a
current source even for the first-order transition (from the
characteristics of Fig. 1), but instead an increased slope
efficiency would be measured just above threshold.

Compilete details of the device structure and operating
characteristics can be found in Ref. 7, and we give only a
brief description of the devices here. The structures consist
of a Fabry-Perot microcavity composed of an optical
wavelength thick Al (;Gag33As spacer region clad on the
substrate side by a 19.5 pair GaAs/AlAs distributed Bragg
reflector (DBR), and on the other side by a combination of
a } pair GaAs/AlAs DBR and 4 pair CaF,/ZnSe DBR. At
the center of the Al ;Gag 12As spacer region is an active
region consisting of two Ing ;Gag ,As 60 A thick QWs with
60 A GaAs barriers on either side. The combined thickness
of the QW active region is 180 A, compared to the emis-
sion wavelength from the QWs of A ~0.28 um (inside the
semiconductor material}. This system easily satisfies the
requirement, therefore, of a gain region which is optically
thin. Hysteresis develops simultaneously in both the light
versus current and current versus voltage characteristics at
lasing threshold.

3082 Appi. Phys. Lett., Vol. 60, No. 25, 22 June 1982

AlAs/GaAs/inGaAs !
Microcavity Laser Il

_ | cw.zssk /
5 Surface Laser / !
£ | Emission (-9850A)
< y
§ 7 Spontanecus
i /\' €age Emission
] lé (~9650A)
|
)
0 i L et
0 s 10 15 20
Current (mA)

FIG. 2. Light vs current characteristics for the microcavity laser demon-
strating hysteresis in the threshold characteristics (dashed curve) mea-
sured normal 1o the cavity, and also demonstrating a sharp decrease in the
quasi-Fermi level separation (sohd curve) for spontaneous emission mea-
sured out the edge of the cavity,

To isolate the role of the quasi-Fermi levels and gain at
lasing threshold, we have made a relative measurement of
the spontaneous emission intensity from the QW active
region versus current from below to above threshold. The
spontaneous emission characteristics provide a sensitive
probe as to the relative quasi-Fermi level behavior in the
laser active region, and this technique has been used by
others to characterize optical gain in semiconductor la-
sers.® To avoid modulation effects due to cavity filtering,
the spontaneous emission is detected from the edge of the
laser. Figure 2 shows the light versus current characteris-
tics measured continuous-wave (cw) of the spontaneous
emission measured from the device edge (solid curve), as
well as from the laser aperture (dashed curve}. The spon-
taneous emission peak is at ~0.98 um which is also the
lasing wavelength. As is characteristic of all these micro-
cavity lasers, a hysteresis exists in the light versus current
curve, with the same hysteresis always simultaneously ob-
served in the current versus voltage curve. The spontane-
ous edge emission of Fig. 2 is measured through a spec-
trometer at a wavelength of 0.965 um, well away from the
lasing wavelength, to avoid effects of scattered laser emis-
sion. Laser threshold occurs at 18.5 mA with the charac-
teristic hysteresis in the light versus current curve. In the
cleaving of the device to obtain a measure of the sponta-
neous edge emission, some damage occurred giving a non-
radiative current path some distance from the 10 um laser
active region. This current path increases the device
threshold, and is clearly observed in the spontaneous edge
emission which only “turns on™ above 9 mA. An unmis-
takable dip is measured in the spontaneous emission at
threshold (solid curve, Fig. 2), indicative of the abrupt
decrease in the separation of the quasi-Fermi levels. A hys-
teresis can be seen in the switching of the spontaneous
emission light intensity which occurs concomitantly with
the switching in the laser light at threshold. This switching
behavior in the spontaneous etnission at threshold is ob-
served up to the shortest measured wavelength of 9100 A,
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FIG. 3. Light vs current characteristics for an edge-emitting channeled-
substrate laser for both the lasing wavelength at 7856 A, and a much
shorter wavelength of 7700 A which shows ideal saturation behavior
indicative of a second-order lasing transition.

Above threshold the quasi-Fermi level separation increases
slightly, with a much smaller slope than that observed be-
low threshold. We find the same threshold behavior in the
spontaneous emission for other laser microcavity devices.
The saturation of the quasi-Fermi level separation above
threshold, which shows a slight increase with increasing
drive current in Fig. 2, will be determined by intraband
scattering rates relative to stimulated ¢mission rate and
pump rate. We note that a consistent explanation can be
provided only by considering the role of the lasing mode on
threshold characteristics for the following reasons. The p-
side mirror of the laser is deposited using electron-beam
evaporation after crystal growth. Therefore we are able to
observe an individual device's current-voltage characternis-
tics before deposition of the mirror, and before lasing ac-
tion is observed. The lasing photon energy lies below the
absorption gap of other layers in the semiconductor het-
erostructure, which consist of GaAs and AlAs. Switching
behavior in the electrical and lasing characteristics is only
observed at threshold after the p-side mirror reflectivity is
increased sufficiently to achieve lasing.

A major drawback to microcavity semiconducios la-
sers is the high electrical series resistance measured in ev-
ery device reported to date. This series resistance, which is
several hundreds of ohms at threshold, wiil cancel the neg-
ative resistance due to junction impedance for the first-
order lasing transition. Because of the biasing scheme used
in the devices reported here, the negative resistance of the
laser active region is coupled to an additional positive feed-
back current path which allows the direct observation of
the bistability in our current-voltage and light-current
characteristics at thre- hold. The additional feedback comes
from a leaky n-type biocking layer which funnels most of
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the bias current into a 10 um diam active region, but which
also allows some leakage current and carrier buildup in the
QW region surrounding the ac’ual laser cavity. At thresh-
old the collapsing quasi-Fermi levels pull excess charge
into the 10 pm laser active region from the surrounding
QW region. In this case the negative resistance intrinsic 1o
the laser active region is “amplified”” by this additional
leakage current.

The switching behavior observed in the spontaneous
emission characteristics of the microcavity laser can be
compared to the more typical behavior expected for edge
emitting lasers with distributed gain regions. For compar-
ison, the spontaneous emission characteristics measured
out the edge of an AlGaAs-GaAs channeled substrate laser
are shown in Fig. 3. The continuous-wave edge emission s
shown for measurements both at the lasing wavelength, in
which threshold is observed at ~50 mA, and at a some-
what shorter wavelength of 0.77 um. The spontancous
emission measured at 0.77 um shows the ideal behavior of
gain saturation expected for a second-order phase transi-
tion, with no change in spontancous emission intensity
above threshold.

In summary, we have presented a mechanism for
achieving a first-order phase transition in the threshoid
characteristics of a laser. The mechanism 15 based on the
gain dependence on the lasing mode of hght in the cavity
when the gain region is placed at a standing wave antinode
The semiconductor microcavity laser prosides a suitable
system for building such lasers, since high gain can be
achieved from an optically thin active region. That such
characteristics might be tied to an intrinsic bistability in
the cavity and gain region makes the devices particularhy
attractive for large optical systems due to the potential for
high speed optical switching. However, the mechanisms as
discussed in this letter are quite general, and may serve to
impact the design of other laser systems in which a first-
order lasing transition is desired.
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Optical Memory Using a Vertical-Cavity
Surface-Emitting Laser

D. L. Huffaker, W. D. Lee, D. G. Deppe, C. Lei, T. J. Rogers, J. C. Campbell, and B. G. Streetman

Abstract—Data are presented demonstrating optical switching
and memory in a bistable vertical-cavity surface-emitting Iaser.
Optical switching from lasinag to aonlasing or from aoalasing
to lasing in the vertical-cavity laser is demounstrated using an
AlGaAs probe laser at ~0.78 um.

E have recently demonstrated a vertical-cavity sur-

face-emitting taser (VCSEL) that exhibits concomitant
bistable behavior in the light versus current and current
versus voltage characteristics [1}. Such device operation is of
considerable interest for applications of optical switching and
optical memory. It is especially desirable to realize this type
of operation in a VCSEL. given the natral extension to large
area two-dimensional arrays, and the potential ease with
which such a device geometry may be optically probed.
There have been recent reports on optical switching in
VCSEL’s that incorporate pn-pn-layered structures {2] or
optically addressable phototransistors {3). The device struc-
ture presented in our work differs from those in terms of the
coupling which exists between the lasing light of the VCSEL
active region and the electrical switching in the surrounding
pn-pn-layered structure [1}. Bistability in this device struc-
ture has been described in some detail [1], however, initial
attempts to optically switch the device with an external probe
were unsuccessful. Here we present the first demonstration of
optically switching with an external probe. and demonstrate
optical memory and an optical invester.

The design and fabrication of the VCSEL studied in this
work have been discussed previously [1], {4}, therefore, only
a brief description of the VCSEL structure is given here. The
epitaxial layers of the device, illustrated in Fig. 1, are grown
in two different growth sequences using molecular beam
epitaxy (MBE). The layers depositzd in the initial growth are
composed of a 1 um n* GaAs buffer, followed by a 21.5
pair n-type quarter-wave stack of GaAs/AlAs, a lower n-type
Al, ,,Gag 33 As confining layer, an undoped active region
consisting of two 60 A In,,Ga, zAs pseudomorphic quan-
tum-wells (QW’s) with three 60 i GaAs barriers, an upper
p-type Alg,Gag ;3As confining layer, one p-type quarter-
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Fig. 1. Schematic cross-section (not 1o scale) of the VCSEL structure used
in this work. Two modes of opucal switching are possible by optically
addressing either the 10 pm-diameter VCSEL active region (follower modc),
or off of the VCSEL active region {inverter mode).

wave pair of AlAs/GaAs, a 200 A p-type Aly,,Gag;AS
etch stop layer, and finally a 600 A n-type GaAs current
blocking layer. The p- and n-type Al ,,Ga, ;,As confining
layers and QW active region have a total combined thickness
of an optical wavelength. The p-type AlAs/GaAs pair is
grown with a graded superlattice between the layers in order
t7 minimize series resistance. After selective etching steps to
define the 10 um-diameter VCSEL active region, a second
MBE growth of two more p-type AlAs/GaAs quarter-wave
pairs is performed, again with superlattice grading layers
insested at each Al.-s/GaAs interface. To form the diclectric
stack deposited on the p-type semiconductor layers of Fig. 1,
we have used either ZnSe/CaF, or Si/SiO, quarter-wave
layers. The ZnSe/CaF, combination has been found to yield
significantly improved device performance [5].

Light versus current characteristics of the VCSEL in the
operating region around threshold are shown in Fig. 2.
Lasing threshold is ~ 3.4 mA, and a hysteresis window of
~250 uA in current exists in the threshold region with a
window of ~200 uW in light output power. The lasing
wavelength is ~0.98 um. A hysteresis also exists in the
current versus voltage characteristics (not shown), providing
for ~0.5 V of hysteresis from the *‘on’’ (lasing) switch
point to the “‘off"’ (nonlasing) switch point {1]. As we show
below, the hysteresis in the current versus voltage character-
istics due 1o the lasing bistability makes it possible to bias the
VCSEL in the voltage hysteresis window (or current hystere-
sis window shown in Fig. 2) and opticaily switch the device
from either a lasing state to a nonlasing state (inverter mode),
or from a nonlasing to a lasing state (follower mode). The
selection of either the foliower or inverter mode is made by
positioning the AlGaAs laser probe beam either on the

1041-1135/91301.00 © 1991 IEEE
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Fig. 2. Light versus current charucteristics measured under comtinuous-
wave room-temperature operation of the VCSEL at threshold showing the
hysteresis. The hysteresis window is ~ 250 uA for current and ~ 200 W
for the light output.

VCSEL active region for the follower mode, or somewhat off
of the active region for the inverter mode, as shown in Fig.
1. The follower mode has been achieved while driving the
VCSEL with either a current source or a voltage source,
whereas the inverter mode has been achieved with only
current source biasing.

Fig. 3 shows the optical switching characteristics of the
VCSEL operating in the inverter mode, with the Jaser biased
just above the hysteresis window. For this biasing scheme the
VCSEL simply switches from above threshold (at ~ 0.2 mW
output power) when the probe laser is low to below threshold
(~0.01 mW) when the probe laser is high, without exhibit-
ing memory.

Fig. 4 demonstrates the function of optical memory using
the VCSEL in the optical follower mode. For the device
measured for Fig. 4 as compared to the device measured for
Fig. 3, a reduced contact dimension in which the contact
consists of a metallized ring of 60 um outer diameter and 30
pm inner diameter has been used, which greatly improves the
device response time. The data of Fig. 4 demonstrate optical
memory using 3 s voltage pulses (lower curve, Fig. 4) to
bias the VCSEL below threshold but in the hysteresis win-
dow of the voltage current curve. During the 3 us voltage
pulse to the VCSEL, a 200 ns voltage pulse is applied to the
AlGaAs probe laser (upper curve, Fig. 4), the optical pulse
of which (at a wavelength of 0.78 um) triggers the VCSEL
into the *‘on’’ (lasing) state. The internal optical latching of
the VCSEL holds its output above threshold after the 200 ns
pulse from the AlGaAs probe laser goes low. The middle
curve of Fig. 4 shows the light output of the VCSEL mea-
sured using a Ge photodiode. The VCSEL turns on when
triggered by the AlGaAs probe laser, and stays on until the
end of the voltage pulse to the VCSEL. Also observable in
the lower curve of Fig. 4 is the increase in current which
occurs for the VCSEL when it is switched to the ‘‘on’’ state.
The increase in current results from the optical switching of
the pn-pn regions of Fig. | by the VCSEL laser light, which
occurs only in the immediate vicinity of the VCSEL 10 um
active region. The impedance change is only observable in
these devices at lasing threshold. Using the identical biasing
scheme of Fig. 4, but with the optical path between the
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Fig. 3. Intensity versus time for the optical probe signal at & waveleagth of
0.78 um (upper trace) and VCSEL output at a wavelength of 0.98 am
(lower trace) for the VCSEL operated in the inventer mode (as illustrated in
Fig. ).
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Fig. 4. Optical memory demonsirated using the VCSEL in the follower
mode. The upper trace shows the current pulse applied to the AlGaAs probe
laser which switches the VCSEL into the “'on™ (lasing) state. The lower
trace shows the VCSEL bias current, and the middic trace shows the VCSEL
light output. An impedance change in the VCSEL can be seen in the lower
curve at the time of the probe pulse. due to the switch from nonlasing to
lasing.

AlGaAs probe laser and VCSEL blocked, no switching of the
VCSEL occurs, as indicated by the Ge-photodiode response
and the lack of an impedance change in the VCSEL.

Optical memory has been achieved with AlGaAs probe
pulses as short as 50 ns, which is the limit of the voltage
pulser used to drive the AlGaAs probe, at the minimum
probe power required for switching. Delay time between the
leading edge of the optical pulse from the AlGaAs probe and
optical switching of the VCSEL to the lasing state has been
measured to be less than 10 as, also at the minimum optical
probe power required for switching. A delay time of ~ 100
ns exists for the leading edge of the bias volitage pulse to the
VCSEL before which the VCSEL cannot be optically
switched. It is assumed that this delay time arises due to,
parasitic capacitance of the pn-pn region peripheral to the
VCSEL active region which does not contribute to the device
bistability, but which must be charged at the beginning of the
bias pulse. After the initial charging (on the leading edge of
the VCSEL bias pulse) this parasitic capacitance does not
limit VCSEL switching speed.

In summary, we have presented data which demonstrate
optical switching and optical memory in a bistable VCSEL.
These functions are thought to be important for such future
applications as optical computing. The realization of these
functions in a VCSEL is particularly attractive given the
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nawral extension of this device geometry to large area two-
dimensional arrays.
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trunsistor: tvpe A wath o fogh emntter resistance and type B
with a low emitter resistunce. The common emitter cutrent
gain is 100 for both types of devices. The cause for the high
emitter resistance for the type A device is a high contact resist-
ance between the polysilicon and aluminium, which appeared
from Kelvin structures on the same wafer. The type B devices
were identically processed as the type A devices except for a
tungsten-silicide layer between the aluminium and polysilicon.
This greatly improves the contact resistance without affecting
other transistor parameters.

200

160}

120¢

< 80}

numericat\
errors

hgh levet
injection

Fig. 4 Emitter resistance as function of forward bias for 1ype A tran-
sistor with emitter urea of 80 x 5 um?®

The measured emitter resistance for a type A device with an
emitter area of 80 x Sum? is plotted in Fig. 4. It illustrates
that the calculated R, s much too high for low ¥, due to
numerical errors, whereas the value at high V,, tends to be too
low due to high injection effects. In the region in between, a
rather constant value for the emitter resistance is found. Tabie
t summarises the results obtained from the three different
methods. However, the open collector method as well as the
method of Ning and Tang led to ambiguous results. There-
fore, the results had to be matched to the ones measured with
the new method, which gave more reproducible results.

Table 1 MEASURED EMITTER RESISTANCES
R R

R

L L4 L 4
New Ning and Open
Device method Tang collector
9] [¢] n
Type A
Ag =5 x Sum? 200 ? 160
Type A
Ay = 80 x Sum? 40 36 40
Type B
Ap = 5 x Sum? 22 15 15
Type B
4; = 80 x 5pum? 6 4 S

Conclusions: We have proposed a new method to determine
the emitter resistance directly from the Gummel plot. This
simple method is based on impact ionisation in the collector-
base depletion region, which balances out the external base
current.

20th February 1992

R. C. M. Wijburg and J. H. Klootwijk (MESA Research Institute,
University of Twente, PO Box 217, 7500 AE Enschede, The
Netherlands)
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CASCADABILITY OF OPTICALLY LATCHING
VERTICAL-CAVITY SURFACE-EMITTING
LASER

D. L. Huffaker, D. G. Deppe, C. Lei, T. J. Rogers,
B. G. Streetman, S. C. Smith and R. D. Burnham

Indexing terms: Lasers, Semiconductor lasers

The cascadability of an optically latching vertical-cavity
surface-emitting laser is investigaled through the use of a
wiavelength-tunable optical probe. The bistable vertical
cavity laser emits al a wavelength of 0-98 um, and shows a
sensitivity peak to probe light generated from a grating-
tunable edge-emitting taser in the 0:98 um wavelength range.
The sensitivity peak occurs in 3 window of ~50A around
the vertical-cavity lasing wavelength, and corresponds to the
Fabry-Perot transmission window of the surfuce-emiticr.

Opticai latching is an important function for the realisation of
optical memory. Several reports of various schemes to achieve
optical latching in vertical-cavity surface-emitting lasers
(VCSELs) have been recently reported [1-4]. The realisation
of optical memory in the VCSEL is particularly attractive
because the device geometry is suitable for 2-dimensional
arrays. and allows convenicnt optical addressing. Demonstra-
tions of wavelength tuning across a 2-dimensional array may
also be of use in the parallel transmission of optical data [5].
In the future it may be feasible to cascade optically latching
VCSELs of similar wavelength. This operation may be con-
trasted with previously demonstrated optical switching and
memory using 4 VCSEL probed at a wavelength outside of
the Fabry-Perot reflectivity curve [2]. Tt has recently been
emphasised that monolithic integration of the VCSEL with a
separate pnpn switch provides cascadability due to the wide
wavelength range over which the pnpn can be switched. This
may prove to be an inherent advantage over structures in
which the pnpn region is incorporated directly into the device
active region {3, 4]. However, the integration of the pnpn
switching layers directly into the VCSEL active region offers
advantages due to the ease of device fabrication, potential for
improved device speed, and denser device packing. In addi-
tion, wavelength sensitivity in the VCSEL switching may also
be a desirable characteristic in some applications. These con-
siderations have led us to investigate the switching character-
istics of a bistable VCSEL using an optical probe beam with a
wavelength near the lasing wavelength of the VCSEL. Optical
switching is demonstrated at wavelengths inside the stopband
of the Fabry-Perot cavity, with an increased sensitivity near
the Fabry-Perot resonance.

Details of the device structure and fabrication have been
described previously {8). The VCSEL emits at a wavelength
of 0-98 um and demonstrates hysteresis in both light against
current and current against voltage characteristics. The hys-
teresis in the current against voltage characteristics makes it
possible to bizs the VCSEL in the hysteresis window and
optically switch the device from a nonlasing state to a lasing
state [2]. A schematic diagram of the optical setup used to
investigate the VCSEL switching sensitivity to the probe
wavelength is shown in Fig. 1. The optical probe consists of
an edge-emitting laser with a single 100A Ing ,Gag 4As
quantum well active region, with one of the facets coated with




an anureflecung flm. The probe wavelength s selected
through the use of an external graung [7]. The laser s tunable
from 0-96 to 1-0 um. Tuning of the probe laser with the exter-
nal grating occurs in mode hops of ~20A, which corre-
sponds to weak reflecuons from the edge-emitting
Fabry-Perot cavity. Light emitted from the rear facet of the
probe laser is focused onto the !0um active region of the
VCSEL. The VCSEL is mounted on 4 thermoelectric cooler
(TEC) which maintains an operating temperature of ~285K.
The VCSEL and probe output signals are each collected by
separate Ge photodiodes.

vCSEL

[ZStmuiN

VCSEL cutput
b.u

probe outputl
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|
probe laser

gratng
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.......... ‘G0
Fig. | Schematic diagram of experimental setup used 10 demonsirate
cascadabiltty of VOSELs uung  warelength-tuncable  cdye-emtiing
probe luser
Wavelength is selected by rotating external diffraction grating to
p-rvide positive feedback 1o active region probe faser

Switching of the bistable VCSEL with ~0-98 um wave-
length tight is shown in Fig. 2, where four traces represent
electrical bias pulses to both the YCSEL and the probe, and
tbe corresponding light output from each device. The upper
trace shows the 5us pulse to the VCSEL. which biases the
device just below lasing threshold in the hysteresis window
[81. During the 5pus pulse 1o the VCSEL, a 0-25 us bias pulse
is applied to the probe laser which drives the probe laser
above threshold, as indicated by the two traces labelled probe
current and probe output. The light pulse produced by the
probe laser at a wavelength 098 um is seen to switch the
VCSEL into its lasing state, where it remains for the duration
of the electrical biasing pulse to the VCSEL as shown by the
trace labelled VCSEL output.

There is significant sensitivity of the VCSEL switching
response o the probe laser wiavclength in this wavelength
range, due to the transmission characteristics of the VCSEL
Fabry-Perot cavity. Fig. 3 shows the relative probe intensity
aganst  wavelength needed  to switeh the VOSEL. The
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VCSEL emission spectrum above threshold is also shown, to
specify 1ts spectral location with respect to the sensitivity
peak. The data indicate that the VCSEL is most sensitive 10
the probe beam near its lasing wavelength, where the probe
intensity corresponds to ~3-5mW. The probe power required
for switching, therefore, is significant compared 10 the power
emitted by the VCSEL just above threshold which is
~02mW [2]. However, we have observed selfswitching of the
VCSEL 1in which the hght emitted from the device below
threshold is coupled back inte the VOSEL by means of an
external reflector, and triggers the switching process. If thia
external reflector 1s considered as an external probe source,
the light power required for switching is extremely small. Tt s
not clear at this time what the exact mechanism of this self-
switching s, and whether the switching is either extremely
wavelength sensitive beyond our tuning resolution of wave-
length with the external probe source, or possibly phase sensi-
tive.

slative intensity arbracy units
~>
T

o O "l e
9650 875C 3850 30

waveieng'n A

T
Fig. 3 Relanwe probe intensity idara pontsy necessary to optically
swilch VCSEL. as function of wavelength
VCSEL lasing specirum s supenmposed on same wavelength scale
for comparnison

To investigate the mechanism of optical switching when the
external probe laser is used, we have studied the sensitivity of
the current-voltage characteristics to wavelength of the iso-
lated pnpn structure which is integrated with the VCSEL [8].
For this case a region of the pnpn structure is isolated from
the VCSEL active region by etching into the epitaxial layers
creating a deep current blocking trough. Although the
current-voltage characteristics of the isolated pnpn layers are
quite sensitive to probe wavelengths of ~0 79 ym, we have
{ound that they are insensitive to 0-98 um light under the
forward biasing condition used in the VCSEL switching
experiment. This suggests that the switching due to the
098 um probe hight shown in Fig. 2 is likely triggered by
absorption of the probe light in the InGaAs quantum well
active region sufficient (o drnive the VCSEL abave threshold.

In summary. we have presented data which demonstrates
the cascadability of a optically latching VCSEL at its lasing
wavelength, and the sensitivity of the switching to probe light
at other wavelengths. These functions should be useful in
future applications such as optical computing and memory
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BIT DECISION TABLE FOR HYPERCUBE
DECOMPOSITION

C. H. Chang, H. K. Azzam and H. H. Dediu

Indexing terms: Parallel processing, Computers

A new algorithm for subcube assignment and decomposition
is introduced to solve the fragmentation problem in hyper-
cube {n-cubc) processor allocation. The sharing density
vector introduced in the prime cube graph sirategy [1] is
used as 2 vehicle to develop the new algorithm. A bit deci-
sion table is devised to provide the ke parameters for deter-
mining the decomposition. It is proven that the result of the
algorithm is at least 22% better than the sharing density
vector approach.

Terms and definitions: Let 2 be a prime cube of dimension k in
a given configuration C,. We denote the positions of bits in «
that correspond to *s by s, ..., 5,. Assume also that « is
connected to each element of the set C, = {B,. ..., B;}, where
C. is a subset of C,, and fi;s are prime cubes. T:e zero index,
one index and star index of a at bit 5, denoted by ZERO (i),
ONE i) and * (i), are integers equal to the numbers of prime
cubes in C, that contain 0, 1 and *, respectively, in bit s,.

The bit decision table provides a simplified view of zero and
one patterns in a binary subcube representation. The first row
consists of the bits of the target prime cube. For each prime
cube adjacent to the target, a row consisting of the bits of the
prime cube is added to the tuble. What follows is the penulti-
mate row () consisting of two indication numbers and one
indication symbol per column providing a summary of the
zero, one, and star statistics in that column. The first indica-
tion number is min (ZERO,{i). ONE (i)). Following the indica-
tion number is a symbol denoted the split, which is equal to 0
if ZERO(iy < ONE(i), 1 if ZERO (i) > ONE (i), or * other-
wise. The last indication number is a count of the stars in the
corresponding column, *(i). Finally, the last row () contains
the sum of the first and last indication numbers of each

Example |- Let Cp = {2, fi, |, where 2. == ***00% ff = QU0I0°*,
7= 00**01, and a task requiring a subcube of dimension 3
arnives. The following bit decision table is generated:

o . . . 0 0 * {Targey
g 0 0 { 0 * =

y 0 0 * . 0 1

1 010 010 001 004

s 0 0 i !

For example, in the first column, the first indication aumber is
0, followed by the indication symbol 1| and the indication
number 0, which means that in the last row the select value is
0 + 0 = 0. The sclect value is a better indicator in selecting a
subcube from a prime cube than the sharing density vector.

Star search algorithm: An algorithm (we choose to call star
search) for determining the subcube that will be assigned to
the ask is discussed in this Section. The algorithm proceeds as
follows:

(1) determine the zero index (ZEROi)), the one index
(ONE{i)), and the star index (*,(i)) of each bit of the target
prime cube « that contains a star

{2) find the select values

(3) choose the bits with the least sclect values as targets for
splitting and find the split at that position

(4) substitute rach bit selected in step 3 with its corresponding
split (if *, choosc randomly); assign the resulting subcube to
the task (this is onc of 2° subcubes, where 7 = dimension of the
target prime cube-dimension of the task).

Consider the configuration {2, B, y}, where a = 00°*00,
B =0**00% 7y = *0*1*0. For a task requiring a subcube of
dimension 1, the following bit J:cision 1able is formed:

a 0 . . 0 0 (Target)
['4 0 . ) 0 0 .

y . 0 . 1 . 0

1 0*2 1*0

S 2 1

The smaller of the two select numbers is in column 4. Hence
bit 4 should be selected as target for decomposition. Now we
have to choose from one of the two following subcubes:
(00*000) and (00*100). The second indication bit in the sclec-
ted column is *, which means either of these two subcubes can
be assigned to the incoming task.

The three indication numbers are the key to deciding which
bit should be decomposed and which subcube is allocated to
the task. The select value is the number of prime cubes lost in
case the decomposition is carried out at the corresponding bit
in the target and the task is assigned to the subcube with the
second indication number (the split). Therefore, minimising
this select value assures the minimum loss of prime cubes.

Performance evaluation: We prove in this Scction that the
result of our algorithm is 22% or more better than the sharing
density vector approach [1]. Consider the ith and jth bits of
the target prime cube a. For examplie, let us assume that the
number of prime cubes adjacent to x is 10. Also assume that
the total number of ones at bit i in all the adjacent prime
cubes is 4, the number of zeros is 2, and the number of stars is
4. At the same time assume that the total number of ones at
bit j in all the adjacent prime cubes is 5 and the number of
zeros is 5. According to the sD vector method we s’ ould
choose i although a better decision to choose j is detected by
the bit decision table.

When using the bit decision table as opposed to the SD
vector method an improvement occurs with the probability:

P[V] = (probability of choosing i when using the SD vector
method and choosing i when the bit decision tahle is

e vy~ e =

A
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Obsarvation of room temperature quantum confined Stark obift {o Sij.xGey/Sl muiti-qosatum
wells
Andalid A. Chowdhury, M. Mahbub Rashed, C. M. Mazisr, S. 5. Muraza ard ). C. Campbell

Microelectronics Research Center, Department of Electrical and Compater Enginsering,
The University of Texar at Austin, Ausnin, TX 73712 . (512) 471-8838

Electric fields applied perpendicular (0 quanum wells are observad 1o shft the sasocisted elociron treasition
energies and optical absorption edges of the sgucnge. This effect s Imown as the quantum conflned Stark offect or
QCSE. Although the QCSE has been studied extensively for [II-V compound semiconductor systoms{1], obeervaton of
the QCSE in Sij.xGex/Si mulu-quantum wells (MQW) has rarcly boen cited(2.3]. Rocently, room temperaoure
photocurrents for p-i-a photodiodes conlaining an {ntrinsic region comprised of S1y.30ex MQW's grown by RPECVD
(remote plasme enhanced chemical vapor deposition) have been reporied(3]. The objective of this work ls W report the
obscrvation of & room temperature Strk shift in these Sit.xGew/Si muld-quancum wells. The absorpion edges estimated
from the measured photocurrent of the reverse tinsed p-i-a diodes show lerge, linear shifis of the trenridon energies of the
MQWs under applied electric field. The experimentally obtained shift of the transition energies maiches very well with
that calculated from the envelope function spproximation method(5].

Figure 1 shows s schematic cross-section of the device studied in this work. MQWs growm on unsorained
Sig.8Gep.2 buffer layers are used to allow the strain to de disgributed symmetrically in $ig 6Ce0.4 and in Si layers. This
allows thick MQW structures to be grown without the critical thickness limitation over the entire structure thickness, The
band alignment of these structures is suggered type [I (i. ¢. the band odges of the narower band gap 5ig.Ge0 4 Lic above
the respective band edges of the wider gap Si (Fig. 2)). Under applied electric ficld (€), the change in vansition energy
shift may be expressed as AE, + AHH, + el (AE; + AHH, ia the shift of minimum bound stte encrgies). The lan
term represcnts the potential drop between the center of two adjacent lsyers and dominates the expreasion. The ol
energy shift is nearly linear, leading to large transition shifts{4]). Figure 3 shows the measured photocurrents as & function
of photon energy under different electric fields. To eliminate the efTect of increased carrier ransport due W increased bias,
the photocurTent spectrs were normalized with respect 10 the wavelength 1190nm (1042meV), where xny changes in the
signal with bias had very small contridutions from the QCSE. For the same incident optical power, the photocuwsrent (T) is
propordonal 1o (1-exp(-aL))hv, where a is the absorpdon coefficient, L is the MQW thickness end hv is tbe photon
energy. For L<<l/a, a i3 propordonal o [hv. Ploting [hv as a funcdon of v (Figuze 4), it is observed that near 300
meV (the estimated mansition energy of the MQW). a varies as (hv-Bgo)! 2 for differen wpplicd electric fields From
this Gt, the absorption edge (Eg,) may be estimated at different electric fields. A linear edge shift towards lower energies
with increased clectric {leld may be observed in Figure 5, Figure S illustrste the good agreement found detween the
experimentally obtained shift snd that calculsted within the framework of the envelope function spproximation{3),
negiecting intervalley interaction. The bandofTsels were estimated from the combination of self-consistent ab initio
pscudopotential results{6] and the phenomenological deformation potential theory{7). To understand the spectra a1 higher
energics, we have submracied the (hv-Ego)!/2 dependency from the measured data snd obtained the absorption shape of the
Sig §Geg 2 buffer layer (Figure 6). The shape obtained in our work is similar to that of Braunstein, ct al, (8]. Itis
interesting 10 note here that the square root dependence of absorption coefficient on photon energy (which is incidentally
characteristic of the bulk direct band gap material) is different from that of ref. 2, where Park e2 al. observed a square
dependence. We believe that more experimental information is needed to understand the recombinazion mechanism in type
1T Sij.xGex/Si heterostructures,

In summary, we have demonstrated large linear quanmum confined Stark shift in Siy.xGex/Si MQWs at room
temperature which may prove o be useful in optoclectronic device applications.

Acknowledgement  : This work wss supported in part by the joint Services Electronics Program, F49-620-92-C-
0027 and the Science and Technology Center Program of the Natdonal Science Foundation, NSF grant No. CHE-
8920120,
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Fig. 1. A schematc cross-section of the device studied.
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Modeling of the surface states of a terminated superlattice using a muluband Hamiltonian
Andalib A. Chowdhury and C. M. Maziar

Microelectronics Research Center, Department of Electrical and Computer Engineering,
University of Texas at Austin, Austin, TX 78712

ABSTRACT

In most electronic bandstructure calculations of semiconductor superlattices (SLs), periodically extended boundary
conditions are used. However the presence of a terminating layer, which breaks the periodicity of the SL, is expected to
modify the electronic bandstructure. In this work, we report a model for calculating the localized surface-like states of a
terminated SL which includes, for the first time, the nonparabolic nature of the host bandstructyres by way of band mixing.
unlike the simple one band Kronig-Penney type model. This model is within the framework of the muliiband envelope
function approximation, which has proven 10 be a useful and efficient method for the calculation of SL elecuronic

bandstructure.
1. INTRODUCTION

Semiconductor superlattices (SLs) are obuained by growing alternately, layers of different host semiconductors. In the SL,
the charge carriers see in addition to the normal crystal potential, a periodic potential which is due to a series of quantum
wells (QWs) and barriers due to the presence of band offsets and energy gap differences at the heterojunction. When there is
a considerable amount of overlap of wave functions between neighboring QWs, bands of aliowed energy levels of
delocalized states are formed with the simulaneous formation of forbidden minigaps (MGs). Superlattices are important
model systems to study bulk crystal properties, due w the correspondence between a miniband of a SL and a band of energy
of a bulk crystal. These artificial structures are currently of great technological interest and importance because of their
promise for flexible tuning of the electronic structure of the resulting system by controlled modifications of parameters
such as layer thicknesses, alloy compositions, strain, growth axis etc.

In order to understand the origin of the fundamental physical phenomena and other interesting optical and transport
properties the SLs exhibit, it is essential to calculate their electronic band structure. In most band structure calculations of
SLs, periodically extended boundary conditions are generally used and the SL is looked upon as an infinite, uniform periodic
structure, so that it is readily amenable o theoretical reatment. In this picture there are allowed bands of extended states
separated by forbidden zaps. The analogous picture for real bulk solid is also the same. But, in a real crystal, due to the
presence of the surface, a perturbation of the band structure at the surface is expected. In the 1930s Tamm! and Shockk:y2
modeled the presence of surface boundaries in solids and showed the presence of states inside the forbidden gaps at the
surface. These were called surface states. Although surface science is one of the most fertile fields in physics, these surface
states have not been observed in the pure form Tamm and Shockley predicted.3 This was due to the simultaneous presence
of many effects (such as the presence of foreign atoms) in real surfaces apart from the cases Tamm and Shockley studied.
Also the deviation of the surface potential from that in the bulk was still unknown. Similarly, in the semi-infinite SL
picture where the periodicity of a SL is broken by the addition of an interface, localized surface-like states occur at the
interface. Recently Ohno? et al. have experimentally verified the existence of such surface states by simulating an abrupt
higher barrier internal “surface™ by terminating a GaAs/AlGaAs SL with an AlAs barrier. They observed, for the first time,
the presence of localized "Tamm"-like "surface” states (called SL surface states) inside the minigaps.
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We believe superiattices can be an excellent experimental tool to study different surface-like behavior ( and to verify
diffcrent theories of surface stales ) in a periodic struclure such as a scmiconducitor crystal.  This is duc 1o the fact that SLs
allow the construction of an arbitrary model surface for a particular swudy. As an example, the GaAs/AIGaAs sysiem
allows onc to rcalizc and manipulatc a wide range of onc dimensional potential profiles 10 simulate a model surface ina
coatrolled manser.

2. MODEL

Recently Stesticka et al. 4 have proposed a simple model to calculale these SL surface states. This model is an extension of
the one band cffcctive mass type method in which the bandstructures of the host materials arc waken t0 be parabolic.
However this approach fails to describe even the band structure of infinitely long InAs-GaSb SL3 in which the valence band
maximum of GaSb is higher than the conduction band minimum of InAs. Even for wide band gap GaAs-AlGaAs material
systems, the inclusion of band nonparabolicity has been found to be the primary reason for improved agreement with the
experimental results.S Therefore for accurate detcrmination of encrgy levels, band mixing i.c., band nonparabolicity should
be taken into account. In this work, we report the calculation of the SL surface states of a terminated SL by including the
nonparabolic nature of the host bandstructures by way of band mixing. We found that the results differ significantly from
those using the simple parabolic band model. The approach used here is similar 1o that of the onc band modcl but the
Hamiltonian and the boundary conditions used as well as the final results obtained are substantially different as will be
shown below.

Let us suppose that a SL is composed of host materials A and B of thicknesses L A and Lg stacked altcrnaicly onc on the
other and the terminated well region is ended by a higher potential Vg (region C), perhaps representing the vacuum region
(Figure 1). Since the multiband Kane model” incorporates both the conduction and the valence bands uking into account
the band mixing, it is most useful for describing the band swructure of the host materials. This method has been found to
give more accurate match with experimental results than any other similar mcthods which neglect the band
nonparabolicity.® Using this Hamiltonian (i.e., following Bastard's envelope function approximation formalism), the SL
dispersion relationship is given by

cos(gd) = cos(kpLs)cos(kpLp) — %(ﬁ + %)ain(kALA)sin(kBLa)
0

k?P’[ 2 + 1
3 LE-Vp, " E-Vp,

E-Vs = } i=A,B,C

-1
B= %[E—zVPA + E—IVOA] [E—2VPB TE "IVOB]

d=La+Lp

2 + 1
E-Vp, E-Vp,

BCM; = i=A,B,C

where q is the SL wave vecior, mj is the band edge effective mass, Vs, Vpj and Vi are the conduction band minimum,
light hole band maximum and the split-off band maximum respcctively of the i layer (i=A,B,C), P is the momentum
matrix element and E is the electron energy. This method is a generalization of the one band parabolic Kronig-Penney type
model applied to a multiband case. The boundary condition used are the continuity of the envelope function and the first
derivative of the envelope function divided by BCM; at a hetero-interface. The last boundary condition reduces for the case

of one band parabolic model to the first derivative of the envelope function divided by the effective mass at the band cxtrema
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point. When a SL with cyclic boundary conditions is considercd, we can apply on the envelope functions @(z), the Bloch
condition dz+jdk=expliqid)P(2). Since the envelope functions must describe an electron having equal probability of being
found in any quantum well of the SL, all the components of g have o be real. But when the SL is terminated, the complex
values of the SL wave vector g may describe states that are physically possible. The envelope function of this type
decreases exponentially as one moves away from the terminating interface towards the SL, and therefore corresponds to a
localized state. Supposc in the ath MG q is given by i q; + n n/d ( q; > 0, n=0,1 ,2,3,.......). For compicx q, the L.H.S

of (1} becomes (-1)" cosh q,d.

From the transfer matrix approach® and the Bloch theorem, the wave function at the first well layer is known apart from a
nomalization cocfficient. Assuming an exponentially decaying function in region C (higher barricr) and applying the above
mentioned boundary conditions at the interface of the terminated well layer and region C, we obtain:

iy R sin{kaLa)+ Clcos(kala)
() exp(~4id) = B h(kp Lp) - C2sink(ks Lg) 2

_ kax (BCM,)

_ ka*(BCMa)
~ ke »(BCM) '

= (BCMg)

C1

Now climinating q; from (1} and (2) gives us the surface statcs in the nth MG. This solution dcpends on the depth and the

width of the QWs and on the effective masses at the extrema points of the bulk band structures of the host materials.

3. RESULTS

Figure 2 shows the calculated cnergy levels of InAs-GaSb SL as a function of the SL period. Hatched regions indicate the
allowed encrgy bands as was calculated in the now classic paper by Bastard.? The important result is the presence of the SL
surface states inside the MGs. Each MG has two energy levels duc to the presence of a terminating layer (taken as vacuum).
The shape of these SL surface stuics closcly foliow those of the allowed energy bands. The valucs of the input parameters
used in this calculation were taken fromS and the value of V. used was 4.55 eV. To make comparison with the carlier
report. we have also calculated the SL surface states of a tcrminated GaAs-AlyGaj_yAs SL as a function of the mole
fraction x as shown in Figure 3. The barrier height of the inicrnal quantum wells changes as the mole fraction is changed.
As hefore the hatched regions indicate the allowed energy bands and the dotted lines, the surface states. If these results are
compared with thosc calculated from the simple onc band parabolic model, we notice a downward shift of the allowed
encrgy bands as cxpected,® and consequently a shift of the SL surface states. In addition to this, there are two energy levels
found from the nonparabolic model as opposcd to onc found from the parabolic model. In Figurc 4, the effect of the
variation of the barrier width (keeping the well width constant) and well width (barrier width constant) is shown. In both the
cascs, the presence of the SL surface states are shown inside the MGs. In Figure 5, a comparison is madc betwecen the SL
surface states calculated from a onc band parabolic model and the multiband nonparabolic model. The result clearly shows
that the inclusion of nonparabolicity significantly affects the encrgy level positions of the SL surface states particularly at
the higher lying minigaps. The terminating barrier height Ve was taken as 4.07 eV for GaAs-Al,Ga) 4 As SLs in all the
abovce cases. In Figure 6, the cffect of changing the terminating barrier height on the SL surface states are shown. For
terminating barrier heights greater than the internal barrier height, the SL surface states are found above the minibands and
for werminating barricr heights less than that of the internal barriers the surface states are found below the minibands, the
details of which will be published clsewhere. It should be mentioned here that this result is expected from the tight-binding
picture.3 In this picture, the isolated quantum well energy levels broaden into a miniband as the coupling between the wells
is urned on. But the end quantum well state which has a diffcrent energy level from that of the internal quantum wells (due
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to the difference in barrier heights) does not participate in the formation of the minibands and it becomes a surface state. So,
for terminating barrier higher (lower) than the intemnal quantum well barrier, the surface state is at higher (lower) energy
than the minibands. Inierestingly, we found that one of the SL surface states in each MG does not vary with the variation
of the terminating potential. The other SL surface state disappears as the height of the terminating potential approaches that
of the internal barriers. In all these calculations, a two band model using the conduction band and the light hole valence
bands were used and only the electron energy levels are shown in the figures.

4. CONCLUSIONS

In summary, we have extended the envelope function approximation model to calculate the SL surface electronic states of a
terminated SL to the case of multiband Hamiltonian to incorporate the nonparabolic nature of the band structure of the host
materials. The surface electronic states derived from the multiband nonparabolic band structure model depart significantly
from those reported for the one band parabolic model. Also, two SL surface states are obtained from the nonparabolic modet
rather than one found from the parabolic band model. Therefore band mixing is important for these SL surface states.
Although, only InAs-GaSb and GaAs-AlGaAs SLs have been considered here, this model can be applicd 10 any materiai
system such as lattice matched Gag q71ng s3As-InP SL terminated by Alg 48lng_ 52As barrier. This method can also be
extended for the case of SLs composed of complicated bases ( triangular, parabolic, polytype’ eic.). We belicve that this
model should be useful for accurate modeling of transport across a terminated SL and may aid in the understanding and

studying of surface and interface physics.
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Fig. 1. Semi-infinite A-B superlattice terminated by C. Vs;i is the conduction band minimum in region i (i=A,B,C). L
and Ly, are the thicknesses of region A and B respectively.
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Fig: 2 T_he allowed energy levels of InAs-GaSh superlattice terminated in vacuum, as a function of the supcrlattice
period with equal well and barn’cr. width. The hatched regions are the minibands and the dotted lines correspond 1o the
superlattice surface states. The origin of energy is taken at the conduction band minimum of InAs.
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Fig.4: The aliowed energy levels of a terminated GaAs-Al,Gaj.xAs SL (a) as a function of well width with the
barricr width=31 A and (b) as a function of barrier width with well width=130 A. The hatched regions arc the

minibands and the dotted lines correspond to the SL surface states. The origin of encrgy is taken at the conduction
band minimum of GaAs.
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Fig. S: The difference in energy levels of the SL surface
states calculated using the nonparabolic and the parabolic
band model for a GaAs-Al,Gaj.xAs SL terminated in
vacuum as a function of the composition of AlxGaj_xAs.
1(a) is for the lower lying state and 1(b) is fgr the higher
lying state in the first minigap. The corresponding states are
also shown for the second minigap.

0
-20
e
>
s
8 L
=
g o
W]
2 4
<2 9 20)
-100 7
‘]20 ¥ L ¥ L4
0 20 40 60 80 100

Composition x%

Fig. 6: The allowed cnergy levels of a terminated GaAs-
Al,Gay_4As SL as a function of the interface barrier height
at the end quantum well. The well width was taken as 130 A
and the barricr width as 40 A. The hatched regions arc the
minibands and the dotied lines correspond to the SL surface
states. The origin of cnergy is taken at the conduction band
minimum of GaAs.
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REAL-TIME FEMTOSECOND ELLIPSOMETRY OF SiyGe;_x EPILAYERS

H.R.CHOO, M. C. DOWNER
Depanment of Physics, University of Texas at Austin, Austin, TX 78712

V. P.KESAN
IBM Thomas J. Watson Research Center, Yorktown Heights, NY 10598

ABSTRACT

We have developed a femtosecond ellipsometer by incorporating ellipsometric probe
optics into a rapid scan femtosecond pump-and-probe experiment. The system allows near
real-time display of the photo-induced reflectivity changes and provides complete
characterization of the time-varying dielectric function. This ellipsometer is used ex situ to
characterize the femtosecond response of relaxed, MBE-grown SiyGe)_, alloys over the
complete composition range. The results show that the femtosecond response depends
strongly on alloy composition in optically thick samples. Ge-like samples (x<0.37) show a
characteristic two-component response which may be caused by intervalley L — I” hole
scattering and impact ionization. For a given alloy composition, the presence of interfacial
strain or surface oxidation strongly alter the femtosecond response.

INTRODUCTION

Noncontact optical probing methods, such as cw ellipsoretry, are being used
increasingly for in situ characterization and control of epitaxial semiconductor growth in non-
ultrahigh vacuum (UHV) environments, where electron diffraction cannot be used{i]. An in
sity monitor of the femosecond optical response of semiconductors could enrich the
diagnostic power of optical probes, since the ultrafast relaxation of photogenerated carriers
can depind strongly on process-induced defects, interface roughness, surface Fermi level
pinning, and other surface conditions which arise during growth|2). Nevertheless long data
acquisition times have limited its development as an in situ diagnostic. Moreover, for some
important electronic materials such as the Si,Ge| 4 alloys, very few quantitative experiments
have measured the fermtosecond response over the complete composition range, even for ex
Situ samples.

{n this paper we present ex sitk measurements of the femtosecond response of MBE-
grown, optically thick, relaxed epilayers aver the completz alloy compesition range, using an
unamplified colliding pulse mode-locked (CPM) dye laser. In addition we attempt to
understand qualitatively how these responses arise from underlying bulk carrier dynamics.
Finally we show how interfacial strain within the optical probe depth or surface oxidation
radically alter the character of the femtosecond response. In order to achieve complete,
sensitive and rapid optical characterization in these measurements, we have developed a
prototype femtosecond cllipsometer that monitors probe pulses reflected obliquely from the
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samples through ellipsometric optics following excitation of electron-hole pairs by normally
incident pump puises. Our system achieves ncarly real-time display of the femtosecond
response by using a novel "rapid scan”™ technique{3] in which pump-probe delay is rapidly
modulated.

EXPERIMENT

A cavity dumped output {~1MHz) from an unamphified CPM laser of 620nm, 80 fs
pulses, is divided into strong pump (~1nJ) and weak probe beams. The probe beam is fusther
divided into a reference beam and a sample probe for subsequert differential detection. The
probe beam goes through a sequence of polarizer, compensator (quarter waveplate). sample,
and analyzer. The time delay between pump and probe s introduced by a retroreflector
anached to a rapid shaker. The pump-induced reflectivity change is continuously digitize §
and averaged by a fast AD converter interfaced to an IBM PC. No lock-in detection is used.
Real time display of reflectivity change is possible for Ge rich alloys, where the reflectivity
changes are largest. For Si rich alloys, about a minute is usually required to acquire the
reflectivity changes, depending on the pump pulse energy. With more powerful Ti-sapplure
fentosecond lasers now widely available, we anticipate even greater easc in obtaining real
time data acquisition. From the resuits for different settings of the compensator angle, time-
varying dielectric constants are calculated. Further experiment and calculstion detail on the
fer-rosecond cilipsometric procedure will be discussed eisewhere.

RESULTS AND DISCUSSION

Fig.1 shows an example of the measured femtosecond response of a series of optically
thick SigGej.x alloy samples ranging from pure Si to pure Ge. The SiyGe} 5 epilayers
were grown by MBE on Si{l00{ subsirates to thicknesses of approximately 1 pm.
Consequently, the Si substrate and the substrate-epilayer play a negligible role at our probe
wavelength of 620nm. The measurements shown were performed in air immediately afier the
samples were grown, using pump energy ~inJ, and a relatively small probe incidence angle
{Bprobe = 30° ), with probe palarization tuned ellipsometrically 1o pure lincar s-polarization.
For pure 8i (x=1.0) and the Si-rich (x 2 0).5) alloys, the response for these conditions consists
of a pulsewidth-limited reflectivity decrease upon photoexcitation (At = 0) of an electron-hole
plasma, followed b;- a slow monotonic recovery govemed by ambipotar diffusion, electron-
phonon interaction, and bulk and surface recombination{2j. The magnitude of the initial
reflectivity drop increases from AR/R ~ 10-5 at x=1 to AR/R ~ 104 at x=0.5, consistent with
the increasing pump absorption cocfficient. However, the temporal recovery pattem changes
very littie over this composition range. The pump injects carriers entirely via the indirect L
-+ X valley transition i this composition range. Consequently, electrons relax to the X valley
conduction band (CB) minimum, with negligible intervalley transfer of either electrons or
holes.

As Ge content increases further (x<0.5), major changes in the femtosecond response
become evident. First, the imitial signal magnitude begins to increase with Ge content (1-x) at
a much faster rate than at lower Ge concentrations.  This effect correlates with the transition




39

0.0015 Crrr e T T T T T T T T
3

Si content :
100 = 3

o
8
-
=3

o
(X
T Y T T Y T T Y T T Y T ey T DY T T Y Ty T ey T Yy

)
E

50
0.0000 —;
37 3
1
~-0.0005 3
0 (x 0.1)]

Differential Reflectivity

1

_o_ool—q‘..u,.“&T..“.thxoh.“....‘.bb.......sbno.ou.
Time Delay (fsec)

Fig.1 Ferrosecond reflectivity response of the Si,Gey., alloys. The numbers represent the Si
content in each alloy. The reflectivities at timedelay zero are displaced for clarity.

from Si-like band structusre (X-valley CB minimum) to Ge-like band structure (L. valley CB
minimum), which brings about a rapid increase in the pump absorption coefficient o at 2.0
eV. Secondly, at the same crossover composition, a two-component picosecond reflectivity
response appears, evident as a delayed fail time in the x=0.37 sample, and as a prominent
secondary reflectivity minimum for pure Ge. The correlation of this effect with the transition
to Ge-like band structure suggests that the two must be refated.

We believe that the two-component response occurs because, as Ge content approaches
unity, direct transitions across the L valley increasingly dominate the pump absorption,
resulting in a large concentration of electrons and holes around the L point. For electrons,
this is the CB minimum. Consequently, little further electron dynamics are expected in the
first few picoseconds. L-point holes, on the other hand, carry excess > | eV, which exceeds
the band gap. They can relax via two processes: 1) impact ionization, in which the L-point
hole scatters to [ via creation of an electron-hole pair, and 2) hole-phonon scattering, causing
transfer of the hole from L to I withowt creating an additional electron-hole pair. Both
processes may contribute to the delayed reflectivity decrease observed in Ge-like samples.
Impact ionization is a source of delayed, secondary carrier generation. Furthermore, the [ —»
I’ hole transfer decreases the hole effective mass mh' which enhances the Drude term
4xNeZ/mp” in the evolving diclectric function, thus also contributing to a delayed reflectivity
decrease.
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Fig.2 Examples of oblique incident elipsometric probe measurement using pure Ge as a sample.
a)Pump induced reflectivity changes for ditferent compensator angles. The angles next to each curve
represent the compensator angle setiings. Measured resuits are shown as solid curves. Calculated
responses using the time-resoived dielectric consiants in b) are shown as doited curves. Probe
incident angle was 670. Polarizer and analyzer were set at 0° and 459, respectively.

bjCalculated dieleckic constant change using the results of componsator angle at 30° and 70° in a).

Fig.2a) shows an example of complete characterization of the femtosecond response of
pure Ge using approximately the same pump energy as in Fig.1. but a more oblique probe
incident angle (eprobc = 67° ) and a variety of cllipsometric settings. For the measured
responses ( solid Jine ) shown the polarizer and analyzer were set at 0° and 45°, respectively,
and the compensator angle was varied as indicated in the figure whose definition can be found
in reference [6]. The pumping condition is the same for all of the responses. For a uniform,
optically thick sample, any two of these responses can be used to determine uniquely both the
real Agy(t) and imaginary Ag)(1) pans of the evolving dielectric constant at the probe
wavelength. Fig.Zb) shows Ag)(1) and Ae)(t) extracted from the measured responses at
O ompensator = 30° and 70°. Clearly the real and imaginary components undergo changes of
comparable magnitude, showing that the Drude diclectric term from the electron-hole plasma
and the interband absorption term both contribute strongly to the observed response. as
expected for above gap probe photons. The extracted Agy(1) and Ag)(1) can be used to
calculate the response for other eliipsometer settings as a check of intemnal consistency. The
dashed curves in Fig.2a) represent such calculations, and demonstrate a high degree of
internal consistency in the data.

Fig.3 shows several examples of the sensitivity of the femtosecond response of
SiyGe) . to sample conditions. Curve a) in Fig.3 shows the measured response of a strained,
optically thin {80nm thick) sample of Sig 75Geg 25 grown by MBE on Si[100] under the
same conditions and in the same o>~ 1ber, as the thicker sampies described above.




T YT T Y T T Y YT TN Y T T N Y Y T T Y T T T Y Y T T T YT Y

Si content ]
a) 75 %

\_"" b) 85
""’“\/’—’ c) 50

i

y(a.u.)

LA Suie S S S S S A St ANAS S atet S Bae N e S SER e e e s ¢
FUTEETN |

u

seece Ge/Si

u.)
x
=]

Auger Signal (a
.

bdod

_ R |
| Sputtering Time (second)]| 1

Ady s a3 asdaatasaeaatogaaaniadiaaersiealsgiaazag

-2000 0 2000 4000 6()'00 8000
Time Delay (fsec)

Differential Reflectivit

Fig.3 Reflectivity tesponses of strained and oxidized samples. a)MBE-gromn 80nm thick
Sig 75Geq 25. b)RPCVD-grown 80nm thick Sig g5Geg 15. ¢) Sig 5Geq s after exposed to ambient air
for several months. The inset shows the Auger depth profile analysis resuil. The black dots represent
the ratio ol Ge o Si Auger signal.

The recovery time is dramatically shortened compared to the relaxed sample. Undoubtedly
this effect is related to the high defect density present in the strained region around the
Sip 75Geg.25/5i interface, which lies well within the optical pumping and probing depths.
The faster recovery can be attributed to trapping of carriers in defect states, leading to
accelerated recombination. In order to check the reproducibility of these effects, a second
Sip) 85Geq.§5 sample of the same thickness and similar composition was grown on Sij 100]
by a different method - remote plasma chemical vapor deposition (RPCVD). Curve b) in
Fig.3 shows that its response is virtually indistinguishable from that of the MBE-grown
sample. This high degree of reproducibility suggests that the faster recovery is caused by
inherent features of the strained imerface, independent of details of the growth procedure or
conditions.

Curve c) in Fig.3 shows the measured ferntosecond response of the Sig 5Geg 5 sample
used 10 acquire the Fig.1 data, after the sample had been exposed to ambient air at room
temperature for several months. Clearly the character of the femtosecond response has
changed completely. Not only has the sign and magnitude of the initial reflectivity response
changed, but a two-component response is now clearly evident, suggesting Ge enrichment
near the surface, possibly caused by Ge diffusion driven by the surface oxidation process{4].
As a test of this hypothesis, we performed an Auger depth profile analysis]5| of Ge, Si, and
Oxygen concentration in the oxidized sample, shown in the inset. Enhancements in Ge and




oxygen concentration near the surface are clearly evident. Nevertheless, we cannot at present
rule out the possibility that the high surface Ge concentration was present in the as-grown
sample.

These e¢xampies illustrate that subtle changes in sample properties sometimes
significantly alter the femtosecond response of SiyGe)_x sampies, thus demonstrating the
possible diagnostic power of a femtosecond ellipsometer.
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by Spectral Blueshifting
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The new plasma diagnostic technique of spectral blueshifting of femtosecond pulses is used for the
first time to analyze quantitatively the ionization of noble gases under the influence of intense, fem-
tosecond illumination. The two processes of strong-field tunneling ionization and electron impact ioniza-
tion are found to play competing roles on these time scales.

PACS numbers: 52.40.Nk, 32.80.—t. 34.80.Dp, 52.25.Jm

Highly ionized plasmas approaching atmospheric den-
sity are a potential future source of coherent x rays {1l
and a potential medium for charged-particle acceleration
[2]. lonization by intense. femtosecond pulses holds
promise for precise control of initial plasma conditions
(temperature, ionization state, density) [3] which are
critical to these applications. At the same time, new,
quantitative, experimental diagnostics compatible with
the high gas density and ultrafast time scale are needed
to measure the ionization and subsequent plasma dynam-
ics which give rise to these conditions. A number of au-
thors have shown, both experimentally and theoretically,
that a laser pulse which rapidly ionizes a gas experiences
a frequency blueshift caused by the creation of a free-
electron plasma [4,5]:

wo - dn

Aw —Jo &1 (Ndl . )
Here, wp is the angular frequency of the light, / is the
longitudinal distance over which the interaction occurs;
n=(1 —wwg)'? is the index of refraction of the medi-
um through which the pulse travels, and is found using
the Drude model (w, is the plasma frequency.) In exper-
iments which used pulse durations long with respect to
ion-ion collision times {4], plasma expansion and recom-
bination following the ionization contributed to and com-
plicated the phase modulation induced on the pulse. In a
previous publication [6], we showed for the first time that
Jemtosecond pulses, tightly focused to intensities above
the ionization threshold, experience a “‘pure” blueshift,
i.c., with no trace of components redshifted from the orig-
inal pulse spectrum, indicating qualitatively that the
phase modulation on the laser pulse is caused entirely by
ionization. Furthermore. complicating nonlinear optical
interactions with neutral gas, which can induce spectral
broadening (supercontinuum) and self-focusing on fem-
tosecond pulses focused more loosely (below the ioniza-
tion threshold) in dense (p > 40 atm) gases (7], were
suppressed at near atmospheric pressures because of the
lower density and rapid plasma growth early in the tight-
ly focused pulse [6]. This preliminary result suggested
that femtosecond time-resolved measurement and anal-
ysis of the spectral shifts could measure detailed growth
dynamics of the ionization front over a broad range of gas
pressures and gas species, distinct from the subsequent
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plasma dynamics and optical nonlinearities of the neutral
gas. In a wider context, such frequency upshifts might
also quantitatively diagnose plasma density oscillations in
plasma-based particle accelerator schemes [8).

The purpose of this Letter is to demonstrate, for the
first time, the quantitative use of this plasma diagnostic
technique in analyzing the breakdown of noble gases
caused by intense, femtosecond illumination. This will be
done in three stages: (1) We report systematic observa-
tions of the self-blueshifting of laser pulses after ionizing
I-5-atm pressure samples of He, Ne, Ar, Kr, and Xe,
which reveal a universal, reproducible pattern in the
shape of the blueshifted spectra. Specifically, with in-
creasing laser intensity, gas pressure, and atomic number,
the sell-blueshifted spectra develop from a near replica of
the incident pulse spectrum into a complex structure con-
sisting of two spectral peaks: a narrow peak shifted be-
tween 5 and 10 nm towards the blue from the original
spectrum, and a broad peak shifted further towards the
blue whose position and width depend strongly on the gas
pressure, gas species, and the laser-pulse energy. (2) We
report time-resolved spectral shifts of a weak probing
pulse which show different temporal evolution for each of
these two spectral features. (3) Finally, we propose a
quantitative, ab initio model which relates these two spec-
tral features to two competing ionization mechanisms:
collisionless tunncling ionization, predicted to dominate
early in the ionizing pulse profile, and clectron-impact
ionization, predicted to dominate in the maximum of the
puise profile.

In our experiments, 100-fs laser pulses with center
wavelength of 620 nm and energies up 10 0.4 mJ are fo-
cused at f/5 to a peak intensity of 10'°*%* W/ecm?into a
glass cell containing 1-5 atm of He, Ne, Ar, Kr, or Xe.
All of the light transmitted through the focal region is
collected and analyzed by a spectrometer. Typically, less
than 1% of the pulse energy is lost in ionizing the gas.
Autocorrelation measurements [6(b)] after the interac-
tion region show only ~10% temporal broadening. Fig-
ure I(a) shows the measured spectrum of the ionizing
pulse after breakdown in 5 atm Kr. As pulse energy in-
creases, the spectrum blueshifts with little change in
shape until the pulse energy reaches 0.1 mJ [logo(inten-
sity) =15.0], after which the position of the peak changes
very little. As the energy increases further, a shoulder
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FIG. 1. (a) Spectra after interzction with S-atm pressure Kr
as a Tunction of puise energy. Pulse energy is increasing to-
wards the bottom in steps of X 10°%. (b) Spectra after intesuc-
tion of 0.25-mJ pulses in 5-atm pressure of each of the noble
gases studied,

appears on the blue side of the spectrum, then broadens
and shifts further towards the blue. Figure 1(b) shows
self-shifted spectra after ionization of 5 atm of each of
the noble gases using 0.25-mJ pulses. The center of the
unshifted pulse spectrum is indicated by a vertical line,
showing that a blueshift occurs in all cases. However, the
shape of the blueshifted spectrum depends strongly on gas
species. In Ar, Kr, and Xe, the narrow, less-shifted peak
and the broad, blue shoulder are clearly discernible, the
latter becoming a separate peak in Kr and Xe. In He and
Ne, the blue shoulder is absent, and a different feature
—a “red shoulder” corresponding approximately to the
unshifted spectrum— appears shoving that some of the
iitial pulse energy remains unshifted. Although the am-
plitude and width of each of these spectral features de-
pend on the focal profile, chirp, and other details of the
ionizing pulse, numerous measurements have confirmed
that the qualitative trends shown in Fig. | and described
above are universal, reproducible features of femtosecond
ionization of the noble gases. Modest defocusing of the
transmitted pulse and a visible breakdown “spark”™ (i.e.,
recombination luminescence) always accompany, and are
precisely correlated with, the onset of the blueshift, con-
sistent with their common origin in the rapid formation of
a reduced index plasma [6].

Time-resolved pump-probe experiments show that each
of these spectral features also has a characteristic tem-
poral evolution within the pump pulse. To obtain time-
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FIG. 2. (a) Time-resolved spectra in krypton at S atm using
pump pulse energy of 0.22 mJ. There are 27 fs between spec-
tra; time increases towards the top of the figurc. with negative
tlimes corresponding to the probe pulse arriving before the pump
pulse. Coincidence of the pump and probe pulses is indicated
by an emboldened spectrum. (b) Energies at 600, 610, and 615
nm as functions of time for time-resolved spectra in S atm Kr.

resolved blueshifted spectra a weak probe pulse, derived
from the pump with a beamsplitter, was polarized orthog-
onally to the ionizing pulse, then copropagated through
the focal region before (Ar < 0), coincident with, or after
(A1 > 0) the pump pulse. The probe was separated from
the pump after the interaction region by a polarization
analyzer, and its spectrum recorded for different Ar. Fig-
ure 2(a) shows a series of time-resolved probe spectra re-
sulting from ionization of 5 atm Kr by a pump pulse cen-
tered at Ar=0. Coincidence was determined to within
+20 fs by slightly turning the pump polarization, and
then adjusting an optical delay line to maximize the con-
trast of the resulting pump-probe interference fringes.
The probe spectra around Ar =0 exhibit the same dual
structure seen in the self-shifted spectrum (Fig. t(a)l.
However, close examination shows that the less-shifted
peak and the broad bluer shoulder evolve differently in
time. To show this contrast quantitatively, we have plot-
ted in Fig. 2(b) the area under the spectra in smaff re-
gions around 615, 610, and 600 nm. The values at 610
and 600 am display the same temporal behavior, with
maxima at approximatety 100 fs before the maximum of
the ionizing pulse, indicating that the process giving rise
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to the blue shoulder occurs in the early part of the pulse.
The values plotted for 615 am show a maximum approxi-
mately 50 fs after the maximum of the pump pulse, indi-
cating that the process causing the narrow, less-shifted
peak occurs near or slightly after the maximum of the
ionizing pulse. A similar time development is observed
for the two corresponding blueshifted features for Kr and
Ar. The single blueshifted peak for He and Ne, on the
other hand, evolves early in the pump profile, with littie
or no probe blueshift observed for Ar > 0. Again, quanti-
tative details of the temporal evolution depend on focal
profile, but the qualitative trends are observed reproduci-
bly [9].

We now propose a simple, ab initio ionization model
which accounts for (1) the two blueshifted features ob-
served in Ar, Kr, and Xe, (2) their respective temporal
behavior, and (3) the “unshifted” portions of the spectra
and the absence of the biue shoulder observed in He and
Ne. {n the presence of a strong light field, the ionization
of the atoms can be modeled using the strong-field tun-
neling theory due to Keldysh or Ammosov, Delone, and
Krainov {10], which yield similar resuits for the lower
stages of ionization. The coupled equations governing the
densities V; of atoms of a particular ionization state  are
written in the following way:

E‘}'V'L -(P:—IN:—l -PlNi)+(Nr0r—ll'rNi-l —Nral"eNl)-

dt @

The first parenthetical term on the right describes the
rate of growth of the ith ionization stage, where P is the
probability per unit time [10] for electrons to tunnel from
k-times ionized parent ions. The second term describes
collisional ionization via electron impact, where N, is the
free-electron density, ¢, is the rms electron velocity, and
o is the cross section [11] for the process. Intermediate
resonant states can be ignored under our conditions {12].
The density N,(¢) of free electrons and the resulting in-
dex of refraction n{t) calculated from Eq. (2) yields a
calculated blueshift upon substitution into Eq. (1). The
model using only the tunneling ionization terms P; ade-
quately describes the observed blueshifting in He and Ne.
Because tunneling ionization occurs almost entirely dur-
ing the first hall of the laser pulse, only the leading edge
of the pulse becomes blueshifted; the trailing part of the
pulse remains unshifted, and appears as the spectral
“red” shoulder observed in the He and Ne gas break-
down.

At Ar, Kr, and Xe pressures > | atm and with max-
imum pump intensity, the red unshifted shoulder disap-
pears, and the entire pulse spectrum is shifted [Fig. 1(b)].
This observation implies that ionization occurs during
and after the peak of the ionizing pulse, and can be ex-
plained by including electron-impact ionization [the
second parenthetical term of Eq. (2)]. Collisional ioniza-
tion is strongest near the peak of the laser pulse because
(1) the cross sections are maximal for electron energies in

the range 100-500 eV [i1], very close to the electron
quiver energy at the peak (370 eV for 10'® W/cm?); (2)
N. is large due to the sirong-field ionization early in the
pulse; and (3) the rms velocity ¢ of free electrons is maxi-
mal at the peak of the pulse. Stated from a different
viewpoint, for the first few charge states, the thresholds
for semiclassical barrier suppression ionization (BSI)
{13] are less than those for collisional ionization (defined
as the intensity at which the quiver energy equals the
low-field ionization energy), while for subsequent ioniza-
tion stages the collisional threshold is reached before the
barrier suppression threshold [13). Estimates of typical
ionizing collision times in both He and Ne, where obser-
vations imply little or no collisional effect, yield r
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FIG. 3. (a) Calculated sell-shifted spectra for ionization of $
atm Kr by 100-(s pulses of varying peak intensitics, using Am-
mosov strong-ficld and collisional ionization terms. (b) Calcu-
lated spectra for ionization of 5 atm Kr without coflisions in the
model. (c) Degree of ionization vs time calculated both with
und without collisions in S-atm Kr gas peak intensity of 10’*
W/em?.
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=(N,or) ~'~200 fs, significantly /longer than the light
pulse duration. In Ar, Kr, and Xe at S-atm pressure,
however, these collision times are significantly shorter
than the pulse duration (r <30 fs), resulting in signif-
icant ionization near the peak of the pulse, and a shifting
of the entire pulse spectrum.

Figure 3(a) shows the calculated spectra after break-
down of 5 atm Kr, for peak intensitics ranging from 10'¢
to 10'®* W/cm?, calculated using Eq. (2) with collisions
and a simplified cylindrical interaction region with con-
stant transverse intensity [14]. Figure 3(b) shows the
spectra calculated without collision ionization: Signifi-
cant unshifted energy remains in these spectra as peak in-
tensity increases [Fig. 3(b)). With collisions in the mod-
el, the entire pulse spectrum is shifted, following the same
trend as observed in the data. The broad, blue shoulder
observed in the data for Ar, Kr, and Xe corresponds to
strong-field ionization {and thus has the same origin as
the blueshifts observed in He and Ne), while the narrow,
less-shifted peak corresponds to slower collisional impact
ionization. The calculated temporal behavior of ihe two
features further corroborates this interpretation. Figure
3(c) shows the calculated degree of ionization as a func-
tion of time in 5 atm Kr illuminated by a 100-fs pulse
with a peak intensity of 10'® W/cm?2 both with and
without collisions. Collisional ionization, like the smaller
blueshift which it causes, occurs during and after the
peak of the pulse, and is slower than strong-field ioniza-
tion, which causes the larger blueshift early in the pulse.
This temporal behavior is also observed in Xe at lower
pressures, and in § atm Ar. Because of the tight focus
and the early onset of ionization in the pulse profile, the
calculated blueshift is negligibly affected by including
sell-phase modulation caused by n; of the neutral gas,
jons, and electrons, as shown in detail elsewhere [6(b),
15).

In conclusion, the model predicts a high rate of ioniza-
tion carly in the laser pulse due to collisionless strong-
field ionization, followed by collisional ionization at a
lower rate near the peak of the laser pulse, in good agree-
ment with the data. A more detailed report of the experi-
ments and mode! will be published separately [16].
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Optical properties of liquid carbon measured by femtosecond spectroscopy

D. H. Reitze,* H. Ahn, and M. C. Downer
Physics Department, The University of Texas at Austin, Austin, Texas, 78712
(Received 2 August 1991)

A comprehensive report of femtosecond time-resc'ved reflectivity and transmission of graphite and di-
amond foliowing optical excitation above critical melting fluences F,, of 0.13 and 0.63 J/cm?, respective-
ly, is presented. Normal- and oblique-incidence reflectivity has been measured with 100-fs resolution at
wavelengths ranging from 700 to 310 nm. Within 1 ps following excitation above F,,, probe reflectance
increases sharply at visible frequencies, remains nearly unchanged at near-ultraviolet frquencies, and de-
pends weakiy on excitation fluence. These aptical changes are interpreted as an ultrafast melting transi-
tion from crystalline graphite or diamond to a common, more reflective liquid state. During the first pi-
cosecond following excitation, electron and lattice temperatures substantially equilibrate, and the lattice
melts, before heat conducts out of the absorbing volume or the surface hydrodynamically expands. A
Drude mode! of the reflectance spectrum 1 ps after excitation reveals a strongly damped plasma (plasma
frequency-relaxation time product w,7~1), in contrast to thId silicon (w,7~5). Inferred electron
mean free paths approach the average interatomic spacing (2 A), implying electron localization. Optical-
ly determined dc resistivities up to 62575 u{l cm agree with measurements at kilobar ambient pressure,
but significantly exceed resistivities measured and calculated at low pressure. Thus, the attribution
*metal™ is guestionable for fluid carbon under these conditions. The results demonstrate that fem-
tosecond lasers can extend condensed-matter thermophysics measurements to temperature-pressure re-
gimes inac.2ssible by other methods.

L. INTRODUCTION

Scientific debate over the properties of the elusive
liquid state of carbon, nature’s most refractory material,
dates back to Ludwig's' 1902 report of increased resis-
tance in carbon rods melted at high pressure. Extensive
recent research’ ~%° on high temperature-pressure phases
of carbon, which has been reviewed by Bundy,’ reflects
not only the wide-ranging importance of the problem in
condensed matter physics,” astrophysics,'® and geolo-
gy,’’ 7'% but the continuing controversy over the basic
properties of the liquid state. For example, much recent
debate has focused on whether liquid carbon is metallic
or insulating, and on how its electrical conductivity de-
pends on temperature and pressure.’” ' Much of the
controversy stems from the difficulty of creating and
studying a reproducible sample of liquid carbon in the
laboratory, particularly producing identical samples and
conditions by different methods. Since the melting tem-
perature (~5000 K, exceeds that of any containment
vessel, and since the solid sublimes at low ambient pres-
sure, long-term confinement at elevated temperature and
pressure is impossible. Consequently experiments must
rely on transient melting and probing, using methods
such as shock waves,'’ pulsed ohmic heating® in high
pressure cells,’* and pulsed laser heating. 33.8-1

Recent pulsed laser melting experiments™ were
the focus of a particularly sharp disagreement because of
the apparent contradiction in measured properties. On
the one hand, 30-ns laser pulses incident on highly orient-
ed pyrolytic graphite {(HOPG) created melt depths which
Steinbeck et al.® could explain only by assuming large,
metallic thermal conductivities in the melt. This result

5.8.12,13
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agreed qualitatively with metallic electrical resistivity
{(p~50+20 pQlcm) measured by microsecond pulsed
ohmic heating of pyrolytic graphite fibers at low pres-
sure.* On the other hand, in time-resolved optical
reflectivity measurements of HOPG melted and probed
by 20-ps laser pulses, Malvezzi et al.® observed decreased
surface reflectivity following excitation above a critical
melting fluence, which they interpreted as the formation
of an insulating liquid phase. This interpretation was
supported by an optoelectronic switching experiment’ in
which picosecond laser-melted HOPG functioned as the
photoconductive gap material in a current transmission
circuit, but challenged by authors* who argued that ma-
terial ablation obscured the liquid surface within the 20
ps pulse duration, causing a reflectivity decrease unrelat-
ed to liquid carbon.

In an earlier Rapid Communication,'” we briefly re-
ported the first femtosecond time-resolved reflectivity ex-
periments on HOPG. The current paper is a comprehen-
sive report of these experiments, augmented with expand-
ed data and analysis. Femtosecond time resolution pro-
vides the ultimate ‘“‘inertial confinement™ of a laser-
melted sample, because there is no time in the first 1-2
ps, following femtosecond excitation for atoms to move
away from the surface. Thus the optical integrity of the
surface is preserved, and the question of hydrodynamic
surface expansion, or ablation, does not arise during this
time interval. At the same time, considerable evidence
suggests that structural disordering, or melting, of the lat-
tice’"'22 and equlibration of electron and lattice tempera-
tures’ progress substantially toward steady-state during
this time interval. Thus a critical time window exists
during which the optically smooth surface of a quasi-
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steady-state liquid can be probed. Indeed the fem-
tosccond  experiments showed sharply increased
reflectivity for several picoseconds following excitation
above the critical melunz fluence. which decayed to the
much lower values obserted in ps experiments” only after
time delays of 10 ps or more. This pattern closely
matched the reflectivity response of the much better un-
derstood silicon when irradiated at several times the
melting fluence by a femtosecond pulse, where it is gen-
erally attributed to ultrafast melting into a metallic liquid
followed by the slower process of surface expansion.’'*
Thus these earlier fs experiments defined the time scale
during which the optical properties of the unobscured
liquid should be measured following melting by a fem-
tosecond pulse.

In this paper the measurement and analysis of the opti-
cal properties of femtosecond-laser-melted carbon during
the initial increased reflectivity stage is carried out
in much greater detail. Specifically, time-resolved
reflectunce data at a range of probe wavelengths
{700 7. > 310 nm), oblique incidence angles, and pump
fluences is reported. Furthermore a dielectric function
based on the Drude model is .t to the data. From the
model, Drude parameters—conduction electron density
and collision frequency —are extracted. There are three
motivations for such detail.  First, careful reflectance
measurements have historically provided one of the most
important experimental keys to the underlying electronic
properties of liquid metals.”* Second. the recent appear-
ance of molecular dynamics simulations" and a density
functional theory” of the liquid state of carbon provide
testable predictions of optical properties which can be
compared directly to our data. Third, the low-frequency
limit of the optical dielectric function can be related to
previous measurements’ '* and calculations™  of the de¢
electrical resistivity of liquid carbon. Our results show
much higher resistivity (p~ 600 uQl cm) than ohmically
heated carbon at low pressure” or liquid silicon and ger-
manium.”’ but agree closely with measured resistivity

Ap~ 1000 plcm) of carbon melted by ohmic heating at

high pressure.' Additional new points of the current pa-
per are time-resolved reflectance data of femtose~ond-
laser-melted diamond, which closely corroborate the
graphite results, an analysis of the morphology of the
damage spot produced above the critical melting flvence
and 1ts relationship to ablation, and a quantitative model
of the delaved reflectivity decrease as a surface hydro-
dynamic expansion.

The paper is organized as follows. Section II discussed
experimental methods. Section I presents experimental
results of three kinds: () postmortem analysis of sample
damage morphology, (b welf-reflectivity and -transmis-
sion of 90-fv pulses, and t¢) pump-and-probe reflectivity
and transmission measurements of HOPG and diamond
at several probe wavelengths and polarizations. Section
IV discusses the thermodynamic conditions which exist
in the first picoseconds after intense femtosecond excita-
non: the rate of hydrodynamic surface expansion, the es-
umated evtent of electronte and structural equilibration
in the melt prior to surface expansion, and the estimated
magnitude and time evolution of the transient tempera-
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ture and pressure. Finally in Sec. V, we analyze the opti-
cal properties of liquid carbon by applying 2 Drude mod-
el to femtosecond reflectance measurements at At ~1 ps,
after excitation, and relate this analysis to other measure-
ments*’* and theories®” of the liquid state of carbon.

f EXPERIMENTAL METHODS

Experiments were performed with samples of highly
oriented pyrolytic graphite ftHOPG) and 250 um thick,
type [{a (100} diamond obtained from Dubbledee Dia-
mond Corporation. The basic material properties of both
the HOPG and diamond are described in detail else-
where.*™?" Throughout this work. many of the mea-
surements were repeated under identical conditions on a
reference silicon sample, which, because of its structural
similarity and extensive previous siudies of its fem-
tosecond melting dynamics®'*>** and equilibrium liquid
state {see Ref. 43), served both as a calibration and an aid
in interpreting results. All measurements were made in
air. The surfaces of the HOPG samples tnormal to the
graphite ¢ axis) were prepared by using tape to peel off
the first few layers immediately before each set of mea-
surements to expose a fresh surface. The diamond sur-
faces were prepared by standard optical polishing tech-
niques. Laser pulses of 90 fs duration. centered at 620
nm, and up to 0.2 mJ energy were provided by a colliding
pulse mode-locked (CPM) ring dye laser™" followed by a
four stage Nd:YAG pumped optical dye amplifier sys-
tem™ operating at a 10-Hz repetition rate.

When freshly prepared surfaces were excited by a 90-fs,
620-nm pulse above a critical fluence F,,, a damage spot
appeared. The fluence of incident pump pulses was cali-
brated by measuring their energy with a calibrated photo-
diode, while measuring the focused spot size at the sam-
ple surface by monitoring transmission through a pinhole
{mounted in the same plane as the sample) translated
across the focal spot. At each of several fluences thus
calibrated, a sampling of irradiated spots was examined
under Nomarski and scanning electron microscopes, and
F,, was defined as the minimum fluence at which any
change in surface morphology attributable to the laser
pulse (e.g., amorphization, cratering) was observed."’
Measured values of F,, are reported and discussed in the
next section. F, of a reference silicon wafer, measured
by the same procedure. agreed with the value 0.1 J/cm®
reported by other investigators for 90-fs, 620-nm
pulses 21232

At fluences F > F, . the diameter and depth of the
craters created by irradiation pulses was measured as a
function of fluence in HOPG. diamond. and the reference
siicon sample. The average radius of the damage spot
Faue at cach fluence for a common focal spot size was
determined by examining a statistical sampling of dam-
age spots under a Nomarski microscope. Damage crater
profiles were mapped with approximately 30-A resolution
using an Alphua-Step depth profiler. These depth profiles
help in estimating the amount of material removed from
the surface. and thus in evaluating the role of ablation in
the experniments.

Two types of surface reflectance measurements werce




45 OPTICAL PROPERTIES OF LIQUID CARBON MEASURED BY . ..

performed: (1) self-reflectance of single 90-fs, 620-nm,
near-normally incident pulses as a function of fluence,
and (2 pump-probe measurcments using a 90-fs, 620-nm,
normally incident pump pulse and 90-fs probe pulses of
varying wavelength (310 <A <700 nm), polarization,
and incidence angle. In addition, with diamond,
transmission measurements were performed. Self-
reflectivity measurements were performed on HOPG by
focusing pulses to 50-um diameter at a 10° angle of in-
cidence onto the sample surface, collecting and imaging?'
the reflected pulses, then detecting only the center of the
pulse profile, which was selectivity apertured in the image
plane. This procedure avoided spatial averaging over a
transverse fluence distribution. Thirty shots were taken
at each fluence, and a matched reference photodiode
monitored the pulse energy incident on the sample to
provide normalization against shot-to-shot energy fluc-
tuations, permitting reliable measurement of reflectance
changes smaller than 19%. The sample was translated 150
pm after each laser shot to ensure that each shot interro-
gated a fresh region of the surface. A computer con-
trolled the acquisition and shot-to-shot subtraction of the
signal and reference voltages and the movement of the
sample raster stage. The onset of surface morphology
changes provided in situ calibration of absolute laser
fluence.

Pump-and-probe measurements monitored the tem-
poral evolution of reflectivity changes induced by surface
melting. For these experiments, a beamsplitter divided
the amplified pulses into pump and probe pulses. The
pump beam was sent through a computer controlled opti-
cal delay line and focused to a spot diameter of 60 um
{HOPG;} or 30 um (diamond) at normal incidence onto
the sample surface. The probe beam was attenuated to
well below F,. Time-resolved reflectivity and transmis-
sion of diamond was probed only at near normal in-
cidence with 620-nm pulses, because of the limited
amount of sample available. Normal incidence
reflectivity of HOPG was probed not only at 620 nm, but
at different wavelengths generated either by frequency
doubling in a thin, phase matched potassium dihydrogen
phosphate (KDP) crystal (to produce 310-nm pulses) or
by white light continuum™ in a jet of ethylene glycol (to
generate pulses at 700 <A <500 nm). Band-pass filters
selected the appropriate wavelength for detection. In ad-
dition reflectance was probed at an oblique incidence an-
gle {6=150") with s and p polarizations. Steeper incidence
angles, though valuable for characterizing the dielectric
function precisely,”® were avoided because of the much
greater difficulty of fully overlapping the pump and probe
spots on the sample, and thus in obtaining quantitatively
accurate absolute reflectance values. The probe beam
was focused to a spot diameter of approximately 30 um
{HOPG) or 15 um {(diamond) in the center of the pump
spot. Acquisition and shot-to-shot normalization were
accomplished as described above. As an additional nor-
malization, each spot was probed twice: first without,
then with the pump, accomplished by blocking, then
transmitting alternate pump pulses with an electronically
controlled shutter. The difference between these two sig-
nals, each separately normalized to the reference photo-
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diode signal, measured the change in reflectivity (HOPG,
diamond) and transmission (diamond). Multiple laser
shots at each time delay were then averaged. This pro-
cedure corrected for possible surface nonuniformities as
the sample was rastered, and significantly improved
signal-to-noise ratio, reproducibility, and accuracy of the
measured absolute values of surface reflectivity. With the
reference silicon sample, this procedure yielded absolute
reflectance within 5% of independently measured values
(see Ref. 43).2"-222% Such measurement accuracy is criti-
cal to extraction of accurate Drude parameters, and thus
to conclusions regarding the nature of the liquid state of
carbon. The temporal zero-delay (1) between pump and
probe was calibrated to within =15 fs by monitoring the
well-characterized reflectivity response?'2%28 of the melt-
ing transition of the reference silicon sample.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Postmortem analysis of sample damage

Using the procedure described above, we find the criti-
cal damage fluence F,, of HOPG to be 0.1310.02 J/cm’
for single 620-nm, 90-fs optical pulses, very close to the
value of 0.14 J/cm? determined by Malvezzi et al.® using
20-ps, 532-nm pulses. From known equilibrium material
properties of PYOPG,>* we can calculate the final, equili-
brated surface temperature T, reached slightly below £,
(independent of the dynamical pathway by which it is
reached) by equating absorbed optical energy to the in-
tegrated heat capacity:

Y
(t=RFa=pf ' C(T)dT . (n

We assume temperature-independent den§ity p=2.125
g/cm’ and linear absorption (@ '=300 A), which is
nearly the same for 620 and 532 nm.’® A functional form
of temperature-dependent heat capacity C,(T) below the
melting temperature is given by Eq. (9) of Ref. 5, and
pump pulse reflectivity R ~0.3 at F,, has been measured
directly (see next section). The time constant for vertical
heat diffusion out of the absorption volume is approxi-
mately 500 ps,”**° and can be neglected on the time scale
(~1 ps¥*? on which an equilibrium temperature is estab-
lished. We obtain T,~6000 K for both 20-ps and 90-fs
pulses, 20-50 % higher than the high pressure melting
temperature,’ of HOPG. However, the actual tempera-
ture is somewhat lower because the interband absorption
saturates™* as fluence approaches F,, . reducing the value
of a by 30-509 in Eq. (1). This simple equilibrium
analysis shows t.e HOPG indeed reaches the melting
temperature at F, , and suggests that melting occurs and
causes the damage spot to format F> F, .

The damage threshold for diamond was measured to be
0.63+0.15 J/cm? for 620-nm, 90-fs pulses. The fivefold
higher value can be attributed to the requirement for
simultaneous absorption of at least three 2.0-eV photons
to cross the indirect energy gap E, of 5.48 eV in dia-
mond.>” Self-reflectivity and transmission measurements
presented below indeed confirm that strongly nonlinear
absorption is present at fluences just below F,,, although
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the final surface temperature 7, is therefore difficult to
co.npute accurately because « depends strongly on the
pulse energy and intensity profile.

Figure 1 presents measurements of the average damage
spot radius as a function of the fluence of a normally in-
cident 90-fs pump pulse focused to a spot radius of 30 um
on HOPG, or 15 yum on diamond. At F,,, a small dam-
age spot (only a few microns in radius) appears in the
center of the irradiated area. For £> F,, the damage ra-
dius increases, at first rapidly, then more slowly with in-
creasing fluence. For thermal melting by a pulse with
Gaussian spatial profile F =F,exp(—r?/p}), the damage
spot radius should increase with fluence as®? rem
=po[In(F,/F, 1), which is the fraction of the pulse
cross-sectional profile in which F>F, . The curves
through the data points in Fig. 1 are fits of this formula
to the measured damage radii using p,=30 pym (HOPG)
or 15 um (diamond), which agree with the independenily
measured pump spot radius. From Fig. 1 we can deter-
mine that for F>0.4 J/cm® (HOPG) or 1.5 J/cm’ (dia-
mond), the damage spot encloses > 95% of the energy of
a Gaussian profile probe pulse focused as described
above. However, below this fluence, any fluence depen-
dence to the probe reflectivity must be attributed partly
to the changing size of the melted region.

Figures 2(ai and 2(b) present measured depth profiles
across the center of representative damage spots induced
by 90-fs, 620-nm pulses in HOPG and silicon, respective-
ly. Profiles of regions irradiated below F,, show no evi-
dence of craters in either material. At 2.0 F, (0.26
J/em?) in HOPG, a typical crater with a depth of ~ 300
A is shown. In silicon, although amorphization, a signa-
ture of prior melting and rapid recrystallization, is clearly
seen under a microscope in the irradiated region,’® the
depth profile still shows insignificant cratering at 2.0 F,,,
(0.2 J/cm?®'. At 4.0 F,_, a typically deeper and wider
crater is shown for HOPG, whereas the crater shown for
silicon at 5.0 F,, is still small by comparison. The plot of
average crater depth versus fluence {normalized to F,, ) in
Fig. 2(c) summarizes measurements of numerous damage
spots in HOPG (filled squares) and silicon (open squares).
For HOPG, measurable craters are observed at all
fluences above the damage threshold, indicating that ma-
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terial has been lifted off the surface. The depths increase
monotonically with increasing fluence, approaching 1000
A at 12 F,,. In silicon, on the other hand, measurable
craters are observed only for F>2.5F_, and increase in
depth up to about 6F,,. At fluences above about 10F,, in
silicon, surface mounds appear, which may be caused by
freezing of the molten silicon after being subjected to hy-
drodynamic shock from the laser pulse.’! The higher
threshold for crater formation in silicon can be attributed
quantitatively?! to the additional energy required to heat
the stable liquid to the vaporization temperature, and to
provide the latent heat of vaporization. Thus for
F>2.5F,, the liquid is above the vaporization tempera-
ture. Most carbon phase diagrams,? on the other hand,
show that the liquid phase exists in equilibrium only at
pressures above 100 atm, and is thus thermodynamically
unstable at atmospheric pressure, where it tends to sub-
lime. Consequently, material loss to vaporization is ex-
pected as soon as the liquid phase is formed at F,,. With
femtosecond excitation at F > F, , material loss is prob-
ably enhanced compared to longer pulsed excitation, be-
cause of the initially elevated pressure (see Sec. IV).
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B. Self-reflectivity and transmission

1. Graphite

Figure 3(a) shows the near-normal incidence self-
reflectivity of the central part of the profile of 620-nm,
90-fs pulses from HOPG as a function of fluence normal-
ized to F,. Below F_, the measured self-reflectivity is
fluence independent and indistinguishable from the value
of 0.3 measured for unexcited HOPG. Precisely at F,,
however, self-reflectivity begins to rise, reaching a values
above 0.5 at 20F,. This result contrasts with the self-
reflectivity response observed by Malvezzi et al.® using
532-nm, 20-ps pulses. where self-reflectivity decreases
above F, .

2. Diamond

Figure 3(b) shows the self-reflectivity (R) and self-
transmission (7) of near-normally incident 620-nm, 90-fs
pulses in diamond as a function of normalized fluence. In
this case the entire reflected and transmitted pulse ener-
gies were monitored, and the plotted R and 7 values in-
clude the fraction of pulse energy which was multiply
reflected between the faces of the 250-um-thick sample.
At very low fluences + F <0.01F,, ), R + T =1, signifying
the absence of absorption. In the range 0.01F,, <F<F,,
R remains nearly fluence independent, while T drops
sharply to less than = of its low fluence value, a clear sig-
nature of multiphoton absorption. A fit of the data to a
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incident on HOPG as a function of fluence F normalized to the
critical melting fluence F,. (b) Fluence dependent self-
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tncident on diamond
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three-photon absorption model'! yields a three-photon
absorption coefficient y~25 cm’/TW?, although the
data is not sufficiently accurate 1o rule out the simultane-
ous presence of higher order absorption nonlineraities.
Precisely at F,,, self-reflectivity begins to increase sharp-
ly, just as observed in HOPG, while self-transmission
continues to decrease.

The precise correlation between the self-reflectivity in-
crease and the damage threshold in both samples suggests
that the increase is caused by the initial dynamics of the
melting process which occur during the pump pulse, as
discussed further in Sec. IV. Measurements of the related
process of two-photon absorption of 4.0-eV femtosecond
pulses in diamond have been presented elsewhere.’*

C. Femtosecond pump-probe measurements

1. Graphite

a. 620-nm wavelength probe, the first 25 ps. Figure 4
presents the time-resolved reflectivity of 620-nm probe
pulses from HOPG for the first 25 ps following excitation
above F,, as the pump fluence increases from 0.5 J/cm®
to 20 J/cm*. This time interval is long enough to show
all of the major features of the reflectivity response with
relatively coarse time resolution. Beyond Ar =25 ps, the
visible reflectivity remains nearly constant for approxi-
mately a nanosecond, as also observed by Malvezzi
et al.®

Figure #{a) shows three reflectivity responses corre-
sponding to a common pump fluence {(F=0.5 J/cm’),
but to three different probe polarizations: s polarized at
6=50°, near normal incidence, and p polarized at §=50°.
The measured reflectivitics for Ar <0 agree with Fresnel
equation predictions when the published optical con-
stants®® n =2.6, k =1.5 for unexcited graphite at 620 nm
are used. For Ar=0, the inequality R {(0=50°)
>R,(0=10")> R (6=50") is maintained at all time de-
lays. At At =0, reflectivity increases sharply with a pulse
width limited rise time to a value roughly 50% higher
than the initial value. There is a slight “overshoot” in
the reflectivity, evident as only a single data point on this
coarse time scale, which recovers in a fraction of a pi-
cosecond. There follows a slower decay to the initial
value in ~8 ps, then a continuing drop to a final steady
state value in 20 to 40 ps. From the three measured
reflectivities, the complex index of refraction n +ik can
be determined uniquely at any time delay from Fresnel's
equations, provided that the surface is assumed to remain
perfectly discrete. Thus at 0.3 ps<Ar <1 ps, we obtain
n =1.35, kK =1.93, showing increased metallic character.
At time delays greater than several picoseconds, howev-
er, the assumption of a discrete interface may no longer
be valid, as discussed further in Sec. 1V.

Figures 4(b) and 4(c) show the reflectivity response
probed at near normal incidence at progressively higher
pump fluences of 2.0 and 3.9 J/cm?, respectively. Again
reflectivity increases sharply at A7 =0, reaching a max-
imum value which increases slightly with pump fluence.
The subsequent drop in reflectivity depends strongly on
pump fluence. The reflectivity decays more rapidly, an.!
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the final reflectivity value becomes smaller, as pump
fluence increases. This trend continues at  higher
fluences, as shown by the oblique incidence probe
reflectivity data at 20 J/cm® pump fluence mn Fig. dtd
{data for a near normally incident probe Is not shown in
this figure). The general pattern of a sharp reflectivity in-
crease followed by a slower, but fluence-dependent de-
crease closely resembles the reflecuvity response of sil-
icon®"*® when melted by femtosecond pulses above the
vaporization fluence £ >2.5F, —0.25 J/cm*. The main
difference is that in silicon the reflectivity decay is not ob-
served for pump Auences F,, < F <2.5F, between the
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melting and vaporization fluences, whereas in HOPG, the
decay 18 observed at all fluences F>F, . Thus the
reflecuvity decay correlates with the appearance of dam-
age craters described above, suggesting that hydro-
dynamic surface expansion causes the reflectivity decay.

1t s helpful 1o fit the observed reflectivity responses in
Figs. #la)-3d) phenomenologically te a function R (Ar),
which convolves a single exponential response function
riy=expl — 0 ~ "3 /1, ]~ C with the temporal intensity
envelopes P tii and P, (1) of the pump and the
probe pulses:

ES ¥
RlAu::f Pt +A:;‘f xPpumpu irtede'dr .
21

7, 18 the relaxation ume constant, and the modified base-
line C represents the final reflectivity value  The pump
and probe intensity enmvelopes are conveniently represent-
ed as sech’tr /7, 0. Examples of fits to Eq. 21, using the
measured pulse width = =90 fs, are shown by the curves
superimposed on the data in Figs. 4ib) and 4icy where
time constants 7, =6 and 4 ps, respectively, were used.
Fits of equal quality are obtained for other fluences. In
Fig. § these decay time constants obtamed in the same
manner from femtosecond reflectivity data on silicon
photoexcited at F > 0.25 J/cm” are also plotted isohd cir-
<lest. For similar fluences, ssmilar time constants are ob-
tamned i HOPG and sthecon. The solid hine 1s a theorets-
cal curve which predicts a charactenstic time constant
for hydrodynamic surface expansion. which decreases
with laser fluence in a manner very similar to v, This
model is discussed further in Sec. 1V,

Equatton (2} can also be used to calculate 1he
reflectivity response RiAf! which would be observed in
an experiment with longer pump and probe pulses. The
grey-tone curves in Figs. 4th) and 41 were obtained us-
ing the same response function ri71, but 7, =20 ps. corre-
sponding to the pulse duration used by Malvezzi er al.”
Clearly the initial reflectivity increase cannot he observed
at all with this time resolution. In addition, the fluence
dependence of the reflectivity drop s largely masked.
Consequently the calculated response shows only a
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monotonic reflectivity drop following photoexcitation,
consistent with the picosecond data of Malvezzi et al.®
One additional feature of the Fig. 4 data is noteworthy.
Maximum s-polarized reflectivity, observed at At ~1 ps,
increases form 0.58 at 0.5 J/cm? [Fig. 4(a)] to 0.69 at 20
J/cm? [Fig. 4(d)), a trend also observed in normal in-
cidence reflectivity. Maximum p-polarized reflectivity,
on the other hand, decreases from 0.3 (0.5 J/cm?) to 0.26
{20 J/cm?). The selective suppression of p-polarized
reflectivity at such a high fluence as 20 J/cm? probably
results from a significant degree of ionization, and the
formation of a short scale length plasma density gradient
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at the surface. Consequently rcsonance absorption selec-
tively attenuates p-polarized light.”® Similar effects have
been observed and analyzed by Milchberg er al.*® Since
s- and p-polarized reflectivity increase about equally at
lower fluences [e.g., Fig. 4(a)], however, we can assume
that the surface is discrete at early time delays.

b. 620-nmm probe wavelength, the first picosecond. Fine
time-scale data over the first picosecond documents the
initial stage of photoexcitation and melting dynamics.
Figure 6 shows the first picosecond of the reflectivity
response probed at near-normal incidence as the pump
fluence is varied from 0.033 to 3.9 J/cm?. Just below the
threshold [F =0.033 J/cm?, Fig. 2(a)], a small decrease in
reflectivity is observed during the pump pulse, which re-
covers in ~ 200 fs. This response is caused by the genera-
tion, relaxation, and recombination of an electron-hole
plasma, and is in good quantitative agreement with the
extensive reflectivity measurements below F,_, reported by
Seibert et al.?*> When the pump fluence is increased to
exactly 0.13 J/cm’, a nearly flat response is seen, as
shown in Fig. 2(b). As soon as the fluence is increased
above F,,, a sharp reflectivity increase is observed
(F=0.25 J/cm?, Fig. 2(c)], followed by a fast ( ~ 200 fs)
recovery and a small residual reflectivity increase, which
persists for over 10 ps. For the data in Figs. 2(b) and 2(c),
the damage spots were smaller than the probe spot. Con-
sequently, the measured response averages the actual
response below and above F,, to some extent. At higher
fluences, however, essentially the entire probe pulse sees
material excited above F,. At F=0.7 J/cm® and 1.3
J/cm? [Figs. 2(d) and 2(e)], the fast transient is still evi-
dent, but the persistent reflectivity component increases
sharply in magnitude to over 0.4. At still higher pump
fluence [F =3.9 J/cm’, Fig. 2(D), the fast transient is no
longer evident, and a slight further increase to R ~0.5
occurs.

Two important features of the initial reflectivity
response above F,, are noteworthy. First, the rise times
of reflectivity signals in Figs. 6(c)-6(e) are all pulse width
limited. This contrasts with a resolvable delay of ~ 200
fs in the rise time of the reflectivity of sili:on when pho-
toexcited just above F,, .** This comparison suggests that
the initial response of HOPG above F,, is caused by an
overdense electron-hole plasma, which rapidly equili-
brates, whereas the electron-hole plasma in silicon fails to
reach critical density just above F, , yielding a response
time governed by the melting dynamics. Second, the fast
transient observed above F_ | though opposite in siga. re-
covers on the same time scale as the transient observed
below F,, [Fig. 6(a) and Ref. 23]. This comparison sug-
gests that the former, like the latter,*! is also caused by
equilibration of hot electrons with the lattice, as dis-
cussed further in Sec. 1V.

c. Other probe wavelengths. A reflectivity spectrum
over as wide a range of wavelengths as possible is key to
maodeling the underlying electronic structure of liquid
carbon. Figure 7 shows the time-resolved reflectivity of
310-nm, probe pulses from HOPG following excitation
below F,, [Fig. 7(a}} and at two fluences above F,_, [Figs.
7(tb} and T(c)]. The response differs substantially from
that at 620 nm. Following sample excitation at 0 1/
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{Fig. 7(a)}, ultraviolet reflectivity first decreases for the
first 100 fs, then recovers within 2 ps to a steady-state
value 4% higher that the initial reflectivity, which per-
sists for ~500 ps. A detailed interpretation of this
response has been presented elsewhere.”’ The initial de-
crease is caused by the rapid generation and energy relax-
ation of electrons and holes, while the slowly rising
reflectivity is caused by the thermal renormalization of
the graphite 7 energy bands,”’ and provides a measure of
the time required for full electron-lattice equilibration.
The ultraviolet reflectivity response above F, differs
significantly from the response when excited below £, ,
providing further evidence that an irreversible phase
transition occurs at F,,. At £ =0.7 J/cm?, no reflectivity
increase whatsoever is observed with the ultraviolet
probe, in sharp contrast 1o the 620-nm, probe [Figs. 4(a)
and 6(d)]. Instead, reflectivity remains unchanged for the
first picosecond, then monotonically decreases within 20
ps to a steady-state value t R =0.05}), which persists for at
least 300 ps. When pump fluence is increased, the
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reflectivity drops more rupidly, and tc a lower final value,
the same trends observed with the 620-nm, probe. In ad-
dition, when the pump fluence 1s increased 10 4 J/cm, a
shight tranvient reflecuvity increase ibarely above the
noise level) 15 observed durning the first ~0.5 ps, as shown
on the magnified scale of Fig. 7tb). This transient evolves
on approximately the same time scale as the reflectivin
transients shownn Figs. 6tai~6ter and 7tay. We atiribute
this to the imitially nonequilibrium electron-hole plasma
which at this fluence has become sufficiently dense 10 be
detected at 310 nm.

Figure & shows fluence dependent reflectivity measure-
ments made at fixed time delays of 0.7 and 20 ps, using a
white light continuum probe, where wavelengths of S50
nm [Fig. 8tay], 620 nm {Fig. 8tb}}, and 700 nm {Fig. 8¢
were selected for detection. A delay of 0.7 ps probes the
high reflectivity portion of the evolution after the initial
transient 200-fs features, while a delay of 20 ps probes the
approach to a low steady-state reflectivity. In both cases.
no change in reflecovity vecurs until the ¢rnitical melting
threshold 1s reached. At A1 —=0.7 p», the reflectivity be-
gins to rise precisely at the enitical melting fluence at alf
probe wavelengths. reaching a final value of ~1.5R, w
10F,,. In addition, the reflectivity scales equally with
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fluence in each case. Spot size effects contribute to the
increasing magnitude of the reflectivity in the fluence
range F,, <F <3F,. Above 3F,, however, the increas-
ing reflectivity is caused entirely by changing properties
of the material as its temperature increases. The scale at
the top of Fig. 8(a) gives a rough estimate (£ 50%) of
sample temperature at Az =0.7 ps derived by an exten-
sion of Eq. (1), as discussed further in Sec. IV. At agiven
fluence (temperature} reflectivity is slightly higher at
longer wavelengths. At At =20 ps, for all wavelengths,
the reflectivity drops below the background HOPG value
precisely at the critical melting fluence, and decreases
monotonically with fluence. A very slight rise in
reflectivity is observed below the critical melting fluence
at 620 nm, as observed in previous studies?’ below F,,,
and is related to electron-hole carrier generation.

2. Diamond

Below F,, very different femtosecond responses are ex-
pected in graphite and diamond, because of the very
different electronic band structures. Above F, , however,
we expect to measure similar optical properties, if the
two samples melt and equilibrate to a common liquid
phase on the time scale of the measurements.

Figure 9 shows the ume-resolved reflectivity and
transmission of 620-nm probe pulses from diamond fol-
lowing excitation just below £, {Fig. 9(a)] and well above
F,, [Figs. 9(b) and 9(c)]. For these measurements, the
probe is incident at a large enough angle ( ~ 20°) that the
front surface reflection has been spatially separated from
the back surface reflection. Below F, [Fig. 9(a)], no
change in front surface reflectivity was detectable. How-
ever, transmission drops to 0.45 immediately upon pho-
toexcitation. with negligible recovery over tens of pi-
coseconds. We believe this response to be free carrier ab-
sorption in an electron-hole plasma generated by three-
photon absorption. The recovery rate is severely limited
compared to graphite because of the large emergy gap
which separates electrons and holes following their relax-
ation to band edges. Above F,, we observe on a coarse
time scale {Fig. 9(c)] a reflectivity response qualitatively
very similar to the graphite responses shown in Figs. 4: a
sharp initial increase followed by a slower decay over
~ 10 ps. The lower peak reflectivity value ( ~0.3) com-
pared to HOPG excited at 10F,,( ~0.45) is partly an ar-
tifact resulting from the coarse time spacing of data
points used to conserve sample area in taking the Fig.
9(c) data. When repeated at the same fluence (F =9F, )
with finer time resolution over a shorter time interval
[Fig. 9(c1], the data indeed show that diamond reflectivity
increases from 0.17 to approximately 0.4, very close to,
although still slightly lower than, the value observed with
HOPG. This small discrepancy may be a reai difference
in the reflectivity of the liquid phases, perhaps because
the liquid initially retains the higher density of diamond
(3.5 g/cm’} compared to graphite (2.2 g/cm*).

The corresponding transmission response of diamond
excited at 3F,, (solid squares) and 6F, (open squares) is

h
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shown in Fig. 9b;. Transmission decreases abruptly at
&1 =0 from 1ts unexcited value (0.7} to less than 0.2. On
the time scale (25 ps) on which reflectivity undergoes
large changes, no further change in transmission is ob-
served. The shghtly higher final transmission value at
3F,, results from the probe spot being slightly larger than
the damage spot. A similar transmission response 15 ob-
served with silicon-on-sapphire upon melting with a fem-
tosecond pulse.
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IV. DISCUSSION

A. Hydrodynamic surface expansion

In order to obtain meaningful optical data on the liquid
phase, it is critical to collect data before surface optical
properties deteriorate because of hydrodynamic expan-
sion. Femtosecond experiments remove all ambiguity
that the surface can be probed before the surface expands
significantly. The consistent observation of an early
reflectivity increase (unresolvable in ps experiments®) fol-
lowed by a fluence dependent decrease is therefore simply
and naturally explained as initial creation of a highly
reflective condensed phase, which is subsequently ob-
scured by surface expansion. Indeed there is general
agreement® %37 that at fluences F > 5F,,, ablation attenu-
ates surface reflectivity within several picoseconds of
photoexcitation.

Nevertheless, some authors® 7 have argued that during
a 20-ps melting pulse in the limited fluence range
F, < F<5F,, insufficient material can evaporate to
affect surface reflectivity significantly, and that reduced
reflectivity in this fluence range must therefore be as-
cribed to intrinsic (electrically insulating) properties of
the condensed surface. Analogously, in our previous pa-
per.'” we did not rule out the possibility that the delayed
reflectivity decrease for F,, < F <5F, observed in fs ex-
periments could be caused by a delayed metal-10-
insulator transition within the liquid, which maintained a
discrete, unobscured interface.

Several cogent arguments can now be advanced against
this interpretation of the fs experiments. First, if the
reflectivity decrease corresponded to an unobscured insu-
lating material developing, a transmission recovery on
the same time scale as the reflectivity decrease would be
expected. Yet no such recovery is observed in the dia-
mond transmission measurements at any pump fluence
{Fig. 9(b)]. Instead transmission drops sharply upon pho-
toexcitation to a value which remains constant for over
25 ps. On the other hand, this pattern is consistent with
the early formation of a glossy, reflective liquid and sub-
sequent surface expansion. Such transmission measure-
ments were not available in the previous report on graph-
ite.'” Second, the careful damage morphology analysis
now shows that delayed reflectivity decrcases following fs
melting in both graphite and silicon are precisely correlat-
ed with appearance of a damage crater, and thus with re-
moval of material from the surface at some time after ir-
radiation. Specifically, in silicon, damage craters and de-
layed reflectivity decreases®! both are observed only for
F >2.5F,,, the fluence required to heat the liquid to the
boiling temperature and provide the latent heat of vapori-
zation, correspondingly in graphite, damage craters and a
delayed reflectivity increase both occur for F > F , sug-
gesting that liquid carbon spontaneously ablates at at-
mospheric pressure. Third, the time constants of the
reflectivity decrease (Fig. 5), have nearly the same values
and fluence dependence for femtosecond-irradiated car-
bon and silicon, suggesting a common ablative mecha-
nism. Finally, no theoretical basis exists for structural or
electronic equilibration within the liquid on a 10-30-ps
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time scale. On the contrary, recent molecular dynamics
simulations of the liquid state of carbon® show that the
liquid reaches steady state structural and electronic prop-
erties within ~1 ps of heating to the melting tempera-
ture.

In order to reconcile the observation of a strong
reflectivity decrease within ~ 10 ps with the very smali
evaporation rate expected®’’ at F < SF, , we must recon-
sider the microscopic mechanism for the reflectivity de-
crease. The "‘evaporation” model described in Refs. 8§
and 37 in the context of ps irradiation depicts the escape
of individual atoms from the liquid to form an absorptive
vapor above the liquid surface, which is assumed to re-
tain an atomically sharp interface. Indeed optical ab-
sorption from the expected vapor density at Ar ~ 10 ps is
clearly inadequate to account for the observed reflectivity
decrease at F <SF, . On the other hand, recent studies of
metal surfaces irradiated by intense, femtosecond
pulses®®*® show that strong reflectivity decreases within a
few picoseconds are caused by hydrodynamic expansion
of the surface as a whole, because of the high transient
pressure created by femtosecond irradiation (Sec. I C
below). The initially atomically abrupt interface develops
a short scale length density gradient shortly following ex-
citation, similar to the hydrodynamic expansion of a sur-
face experiencing a strong shock wave.™ When the gra-
dient scale length L approaches a significant fraction of
an optical wavelength A, surface reflectivity can no longer
be described by Fresnel's equations, which are based on
boundary conditions for an abrupt interface, but instead
requires numerical! treatment via the Helmholtz wave
equation.”®  Typical calculations’>'® show strong
reflectivity decreases for L >0.2A, with complicated
dependence on polarization, wavelength, material, and
the precise form of the density gradient.

In order to estimate the time 7 for such a density gra-
dient to form under our experimental conditions, we use
the expression for hydrodynamic expansion velocity of a
surface experiencing a strong shock wave:*

172
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where (v) is the average particle velocity in the normal
direction, y =C, /C, is the ratio of electronic heat capa-
cities at constant pressure and volume, Z is the effective
ton charge, T is the surface {(electron) temperature, and M
is the mass of a carbon atom. Estimalin% y~1.6 and
Z~4 for carbon at high temperatures,”’ we obtain
(v)~2[kyT(eV1])'* X 10° cm/s, close to the speed of
sound. To a fair approximation, k7' ~0.5eVat F=F,_,
and ky T « F at higher fluences. Thus at F =4F, , for ex-
ample, a scale length L =0.5A=310 nm develops in a
time 7=L /{v )~ 10 ps, consistent with the time scale of
the reflectivity decrease in Fig. 4ta). To obtain a fit to the
fluence dependence of the exponential decay constants 7
plotted in Fig. 5, we assume that surface reflectivity is re-
duced by e ' when an L develops over a fraction
0.1< f <1 of the probe wavelength A, where f can be
treated as a fitting parameter which depends on polariza-
tion, wavelength, material, and the form of the densin
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gradient. The time for the necessary gradient to form is
then r=fA/{v). As the fluence (and therefore T) in-
creases, (v ) increases as (ky 7)'"2, resulting in a reduced
gradient formation time. The solid (graphite) and dashed
(silicon) theoretical curves in Fig. § are fits to the data ob-
tained using f =0.6 {(graphite) or 0.15 (silicon), corre-
sponding to L =3720 A (graphite) or 930 A tsilicon).

Thus both the magnitude and fluence dependence of
the reflectivity decay time constant 7 in both silicon and
graphite (Fig. 5) are consistent with the one-dimensional
expansion rate of condensed material surface into a vacu-
um after being pressurized and heated by the absorption
of a femtosecond pump pulse. Significantly, the fluence
dependence of r for both F, <F<S5F, and F>S5F, fit
naturally to a single model, further confirming that the
delayed reflectivity decreases in both fluence ranges of fs
excitation are caused by a common mechanism of surface
hydrodynamic expansion. Thus if the influence of hydro-
dynamic expansion is to be ruled out unambiguously, the
optical properties of a condensed phase driven to elevated
temperature and pressure by a femtosecond pulse must be
probed within a critical time window of no more than a
few picoseconds.

B. Electron-lattice and structural equilibration

A key question then becomes: to what extent has the
photoexcited carbon equilibrated within the available
time window? Several lines of evidence suggest that elec-
tron and lattice temperatures substantially equilibrate
within ~1 ps following photoexcitation of the carbon
sample. First, femtosecond spectroscopy of graphite ex-
cited below F, shows® that photoexcited carriers relax
almost completely within 1 ps. The graphite lattice tem-
perature is measured dlrectly by the rising UV reflectivity
response in Fig. 7(a),® which confirms that, below F,,
the lattice reaches its maximum temperature within 2 ps,
and has nearly reached the maximum within | ps. Simi-
lar or shorter electron-lattice equilibration times have
been measured for many metals.?® As the lattice melts,
the increased disorder should further accelerate
electron-lattice equilibration. as observed, for example, in
comparisons of carrier lifetimes in crystalline,*' amor-
phous,* and liquid®* silicon.

Second, the subpicosecond reflectivity transient ob-
served upon photoexciting graphite above F,, [Figs.
6(b)—6(e) and 7{c})] recovers on a similar \ime scale to the
transient below F,,. In our previous paper,'”? we showed
that this reflectivity ““overshoot’ at 620-nm, probe wave-
length [Figs. 6{b)-6le)] is explained by the instantaneous
generatlon of an overdense electron-hole plasma
(N, > 10" cm %) upon photoexciting HOPG at F> F,,.
With an ultraviolet probe [Figs. 7(b) and 7(c}], higher
pump fluence (~10F,) and carrier density
(¥,, >4x 102 cm %) is required to see this overshoot, as
expected from the Drude dielectric function,'” and
confirms the interpretation of the overshoot as a short-
lived electron hole plasma. The common subpicosecond
recovery time of these reflectivity transients both below
and above F, supports the interpretation that electron

m

and lattice subsystems equilibrate to nearly a common
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temperature within | ps.

Third, molecular dynamics (MD) simulation of the
liquid state of carbon by Galli er a/l.® show that structur-
al equilibration is also very rapid: the structural and
electronic properties of an initial amorphous carbon
structure heated to 5000 K in the electronic ground state
reach a steady-state liquid structure in well under | ps.
Simulations which begin by heating a crystalline graphite
or diamond structure might yield a somewhat longer
equilibration time, and would be of great interest in inter-
preting femtosecond experiments. Nevertheless our ob-
servation of very similar subpicosecond reflectivity evolu-
tion of graphite and diamond samples excited at F > F,,
[Figs. 6 and 9(c)] strongly suggests that both have equili-
brated to a common liquid phase at Afr ~ 1 ps.

Finally, in a well-studied material as silicon, subpi-
cosecond reflectivity transients are also observed,’® but
reach steady-state values within 1 ps??? which are fully
consistent with the independently measured optical prop-
erties of fully equilibrated, over-melted silicon.”**" In
fact, femtosecond and picosecond experiments at
F, <F <2.5F, show a constamt reflectivity for 0.5
ps <At <1 ns or more.?''?* Femtosecond surface second
harmonic measurements’’ show that long-range crystal-
line order is lost in 0.5 ps. demonstrating that the mea-
sured reflectivity is indeed that of a liquid phase.

Available evidence thus supports the conclusion that
optical properties probed at Ar ~ 1 ps are those of a liquid
state of carbon with substantially equilibrated electron
and lattice subsystems. At very high fluences F>>F .,
the term "solid density plasma™*** may be more ap-
propriate than “liquid,” in recognition of the higher ion-
ization states’” which accompany higher temperature and
pressure conditions. However, there is no sharp demar-
cation between the two regimes, and both may be encom-
passed by the term “fluid.”

C. Temperature and pressure following femtoasecond excitatioen

For F>F,,, the quasiequilibrium temperature T, of
the liquid established by Az~ 1 ps can, in principle, be
calculated by a generalization of Eq. (1) which takes into
account variations in the absorption coefficient a(r) dur-
ing the pump pulse, and the heat capacity Ciqq(7) of
the liquid phase. In practice, the variations in alr) are
quite complicated and C,,4(7) can only be estimated.
thus precluding any more than o rough estimate of T, of
the liquid. The significant saturation (decrease in a)
which occurs at fluences approaching F,, for HOPG has
already been noted. On the other hand, above F,, the
onset of melting and metallic properties probably in-
creases a later in the pump pulse Thus as a compromise
the linear absorption depth a '=300 A of HOPG pro-
vides an approximate basis for estimating T,. On the
short time scale of At ~1 ps, volume expansion can be
neglected (p=p,=2.25 g/cm' for HOPG), and the heat
capacity C,. at constant volume should be used. The
specific heat (3/2INKk, of a classical monatomic gas pro-
vides a basis for estimating for C, 4/ 7). Internal vibra-
tional modes in the liquid would. of course, increase this
value toward the Dulong-Petit value of 3Nk, The mue
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sured pump self-reflectivities R(F, ) in Fig. 3(a) can be
used directly in Eq. '1;. Combining these approxima-
tions, the temperature estimates on the upper horizontal
axis of Fig. 8 were obtained, and indicate that tempera-
tures as high as 100000 K can be reached under our ex-
perimental conditions. The expected accuracy of this
scale, however, is no better than =50% in view of the
above approximations.

When the sample is heated and probed on a time scale
shorter than the characteristic time for thermal expan-
sion, transient pressure exists because the sample is iner-
tially confined to a constant volume. The magnitude of
the pressure depends on the degree of equilibration
within the phonon system. As an upper limit which as-
sumes an equilibrated phonon system, the pressure p of a
solid heated to kz T <10 eV (assuming T, =T,=T) at the
constant density p, of the low temperature solid is deter-
mined primarily by anharmonic ionic motion, and is de-
scribed by the approximate formula p ~p, ~3Nyk,T,
where y is the Gruneisen parameter.* More precisely,
total pressure p also includes contributions from
Thomas-Fermi electron pressure, and a correction for
chemical bonding, but for k5T <10 eV and p~p,, the
ionic contribution p, strongly dominates.** The dashed
curves in Fig. 10 plot p,.(T) for liquid carbon for fixed
densities corresponding to graphite (2.25 g/cm’) or dia-
mond (3.5 g/cm®). The solid curves show p ( T) corrected
for the electronic and bonding contributions [derived
from Egs. (81) and (106) of Ref. 44]. For completeness,
the curves have been extended to T < T, , using the cor-
responding expression for p,,(p,T) for a high tempera-
ture solid [Eq. 34(b) of Ref. 44]. Figure 10 shows that
transient pressures of approximately 1 megabar can exist
at T>T,. The time scale 7, for release of the pressure
is estimated from the ratio of the heated {absorption)
depth a ' to the speed of sound ¢,. For HOPG, we esti-
mate 7, ,~a " '/c,~5 ps, using a ' ~500 A and ¢, ~10°
cm/s. This estimate confirms that solid density, and thus
elevated pressure, still exist at Ar~1 ps, and simultane-
ously supports the argument that the reflectivity decrease
observed at Az > 5 ps corresponds to the expansion of ini-
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tially pressurized material. Rothenberg*’ has measured
such a pressure release time in picosecond-irradiated
solid silicon using time-resolved photothermal deflection
spectroscopy.

V. DRUDE DIELECTRIC FUNCTION
OF LIQUID CARBON

We now analyze in detail the measured optical proper-
ties of the fluid state. This analysis is compared directly
to optical properties predicted by molecular dynamics
simulations, and to pulsed electrical measurements of dc
conductivity of liquid carbon.

The dielectric function of most liquid metals is well de-
scribed by a Drude function:*

2 2
carme, -2 e i DT g
Y1t el ¥ el ei)

Success in fitting the optical properties of the related
column 1V liquid metals $i,%! Ge,*” and Sn,*” with this
model especially motivates its application to liquid car-
bon. Usually the polarizability (€,.) and residual inter-

_ band absorption (€, ) of the ionic cores can be neglected

(€,,=1, €.=0), leaving the free electron plasma fre-
quency ) =4wn,e’/m (n,=electron density, m =free
electron mass) and relaxation time + as the dominant pa-
rameters which determine surface reflectivity. We shall
follow this simplifying assumption initially, then later ex-
amine the effect of introducing finite core dielectric pa-
rameters. Full determination of the Drude parameters
w, and r requires at least two independent measurements;
measurements at steep incidence angle usually provide
the greatest precision in determining €{w). Our measure-
ments can be summarized in two categories: (1} the nor-
mal incidence reflectivity spectrum R (hv) over the range
1.772hv<4.0 eV (see Figs. 6-8) and (2} oblique in-
cidence {(§=50°) s- and p-polarized reflectivity at hv=2.0
eV [e.g., Figs. 4(a) and 4(d)]. Measurements at At ~1 ps
at each of several pump fluences are used for the analysis.
Any choice of Drude parameters must be consistent with
all measurements for a given pump fluence.

Figure 11 plots the normal incidence reflectivity spec-
trum at Ar~1 ps for two fluences (large solid squares:
0.5 J/cm?; open squares: 2.0 J/cm?), as gleaned from the
data in Figs. 6-8. This data is compared to the measured
reflectivity spectra of solid graphite (solid curve), dia-
mond {crosses), and liquid silicon {open circles). The
measured reflectivity decreases monotonically with in-
creasing photon energy hv, and equals or exceeds the
reflectivity of the corresponding solids throughout the
probed frequency range. At visible frequencies the mea-
sured reflectivity increases with pump fluence up to a
maximum of about 0.5, although a1t Av=4.0 eV,
reflectivity was independent of fluence within experimen-
tal error. The first column of Fig. 12 plots the measured
s- and p-polarized oblique incidence reflectivity at
hv=2.0eV, At ~1 ps,at F=0.5J)/cm’, compared to the
normal inctdence reflectivity at the same probe wave-
length.

The remaining curves in Figs. 11 and 12 are theoretical
models of the reflectivity spectrum, which we now discuss
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085 ey " T T was used to derive R (). Alternatively, a nearly identi-
90000000 ° 1-Si cal R{w) was obtained over the frequency range of

0.7¢ 000000000 . "
., our data by fitting Reo(w) to a Drude funcuon
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FIG. 11. Normal incidence reflectivity spectra of crystalline
diamond {Ref. 27 (crosses); crystalline pyrolytic graphite (Ref.
26) (solid curve); carbon measured at Ar~1 ps after a fem-
tosecond melting of graphite with pulse of 0.5 J/cm” large solid
squarest or 2.0 J/em” tlarge open squarest; liquid carbon caleu-
lated using  Drude parameters @, =3.5X10" < %
r=0.25X10 " s Idotted curve) and ©,=L6XI10" s ',
7=0.9X10 ' < 'dashed curve); liquid carbon calculated from
melecular dynamics simulation at atmospheric pressure (Ref. 6}
ismall solid squares); liquid silicon measured by ellipsometric
methods tRef. 23 topen circless.

further. The small solid squares in Fig. 11 represent a
reflectivity spectrum R {w) extracted from the conduc-
tivity function olw) derived by Galli et al.® from a
molecular dynamics simulation of liquid carbon [see Fig.
2 of Ref. 6ia)] for the following conditions: low pressure
P~1 atm, T, =T, =5000 K, density p=2.0 g/cm*. To
obtain this Riw), Imol(w) was derived by Kramers-
Kronig transformation of Reg{e) given by Galli et al.;®
then €lw), expressed in terms of complex conductivity,
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FI1G. 12. Oblique #=50") incidence, s- and p-polarized. and
normal (4 =071 incidence reflectivity of liquid carbon at photan
cnergy 2 V. 1w measured at &r ~ 1 psoafter a femtosecond
melting of graphite with pulse of 0.5 J/em: shi caleulated from
moleculur dynamics simulation at atmospheric pressure ‘Ref. 61
i calculated using Drude parameters o, =3 3% 107 4
02,025 03X 10 " s idr caleulated using Drude parame-
Lex10° '~

08,09 1LOXx 10 "

fors ra

w;7/471 + '), then substituting the resulting best
fit Drude parameters w,=3.5X10" s ' and r=0.67
X107' 57! into the dielectric function Eq. (4) with
€.=1, €, =0 Physically, the best fit , corresponds to
n.=3.8X10"" cm’ ~ tassuming a free electron mass), very
close to four times the atomic density n, =1X 10" em ¢
corresponding to p=2.26 g/cm’, implying a nearly qua-
drivalent metal. The best fit 7 implies a mean-free path
1=uv;7=1.8 A (v, =Fermi velocity =2.6X10" cm/s),
close to the average interatomic spacing n, '*=2.1 A.
The second column of Fig. 12 shows the oblique in-
cidence reflectivity calculated from Fresnel's equations,
using the same dielectric function.

The calculated reflectivity is approximately 50%
higher than the observed reflectivity (Figs. 11 and 12).
well outside of experimental inaccuracy. We therefore
consider possible causes of this sigmficant discrepancy.
One possibility is that core dielectric terms must be in-
cluded along with the best fit Drude parameters. Howen-
er, introducing a core polarizability as large as that of
solid graphite (€, =4.5) together with the best-fit Drude
parameters cited above yields R(2 eV}=0.58 and R (4
eV) =045, still well above the observed values. We have
investigated systematically combinations of core dielec-
tric terms in the ranges 1 <€) <4.5and 0<e¢, £4.0, and
find generally that core dielectric terms cannot explain
the discrepancy shown. We must conclude that the
Drude parameters themselves are different from the
values extracted from the simulations of Galli ef al.," or
that the Drude function itself does not adequately de-
scribe the properties of carbon | ps after photoexcitation.
Close agreement should not necessarily be expected, be-
cause our experiment probes a sample at high pressure,
and densities close to those of the initial solids (graphite:
2.26 g/cm’; diamond: 3.5 g/cm*). The discrepancy pro-
vides motivation for further simulations of the electronic
properties of liquid carbon under conditions closer to
those of the experiment. In fact, a molecular.dynamics
simulation at high pressure has been reported.”® but to
our knowledge electrical properties were not derived. In
the current absence of such simulations, we consider
what revisions in the dielectric function can better cx-
plain the reflectivity data.

The dotted curve in Fig. 11 shows a greatly improved
fit to R{w) at F=0.5 J/cm® obtained by reducing the
value of r from 0.67 to 0.25X 10 '* s, while retaining
other parameters (w,=3.5%10"" s ' ¢, =1, €, =0
corresponding to a simple nearly quadrivalent Drude
metal. The third column of Fig. 12 shows that the ob-
lique incidence reflectivity at F=0.5 J/cm® is also ex-
plained almost perfectly by this dielectric function, and
that slightly larger (0.3X 10 ' s) or smaller (0.2Xx 10 "
s1 values of 7 significantly worsen the fit. Nevertheless
this fit is not unique. The dashed curve in Fig. 11 and the
fourth column of Fig. 12 show that a fit of nearly cquzgl
quality is obtained by decreasing m, to 1.6X 10 «
corresponding to a monovalent tn, = 1} 107 em 1 muer-

th

al, and mereasig ¢ o 0.9X 10 " s,
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(w,,7) pairs in between these two extremes, plotted as a
line in the (w,,7) plane in Fig. 13(a), provide satisfactory
fits to our reflectance data for F =0.5 and 2 J/cm?. Fits
of similar quality are obtained for the data at other
fluences. Thus the individual Drude parameters are not
uniquely determined by our current data. On the other
hand, the line in Fig. 13(a) determines the product w,T
and the dc resistivity pdc=41r/wf,-r to within relatively
narrow ranges, as shown in Fig. 13(b) (e.g., 1 <w,7<1.6
and 400<p, <500 uQtcm for 0.5 J/cm?). Finally Fig.

13(c) shows the dependence of the optically determined
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FIG. 13. (a) Family of Drude parameters w, and = which
provide satisfactory fits to carbon reflectance data at Ar ~1 ps
after femtosecond melting pulse at 0.5 and 2.0 J/ecm?®; (b} dc
resistivity values 47 /c)” 7 corresponding to family of Drude pa-
rameters in (a); (c) dependence of optically determined resistivi-
ty on pump fluence, showing four different data analyses assum-
ing @, constant at either 1.6X 10" < ' (open circles) or
3.5X 10" s ! (open squares: and r variable with increasing
fluence; or, conversely, + constant at either 0.3 10 ' ¢ (solid
squares) or 1.O0X 10 ' s isolid circles), and ¢, variable with in-
creasing fluence.
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Pyc on pump fluence. Because w, and 7 may individually
vary with fluence in a range of possible ways, four plots
of py. illustrating the extreme cases are shown in Fig.
13(c): w, constant (at either 1.6 or 3.5X10" s™ ') and 7
variable with increasing fluence; or, conversely, 7 con-
stant (at either 0.3 or 1.0X 107 '%5), and w,, variable with
increasing fluence. In all cases, p;. decreases from
625175 ufrcm slightly above the melting fluence to
375275 uQcm at  teanfold higher fluence. For
0.13<F<0.3 J/cm? the reflectance data was first
corrected for the incomplete overlap of the melted area
with the probe spot, using the data in Fig. 1. The shght
increase in p for F <0.25 J/cm? falls within experimental
error. The trend in p contrasts with the usual increase of
p with temperature in metals, but follows the usual de-
crease of p with pressure, as discussed further below.
Table I compares our optically derived Drude parame-
ters and dc resistivity with optical-derived parameters of
the other column 1V liquid metals (measured at atmos-
pheric pressure slightly above their respective melting
points), and with pulsed electrical measurements and
theoretical simulations for liquid carbon. Our product
w,7~ 1 is significantly smaller than for the other column
IV liquid metals, indicating an unusually strongly
damped electron plasma and strong electron localization.
Similarly. the optically determined p4. is significantly
higher than those of the other metals. The /-C values are
consistent qualitatively with the trends of decreasing w, 7
and increasing pgy. as atomic size decreases in column IV.
The unusually large size of the changes between /-Si and
I-C is consistent with the much higher temperature re-
quired to melt carbon, which in turn strongly reduces the
electron collision time 7. Nevertheless, the unusually
small numerical values of 7 (0.3<7<1.0X 10~ ' s) for /-
C compared to optically determined 7 values in /-Si
(2.1X10 '®5), /-Ge (2.5X 10 '°s), and /-Sn (3.5% 107"
s} warrant further comment, since they imply electron
mean free paths /~vy7 in the range 0.8</<1.7 A,
which are actually somewhat smaller than the average in-
teratomic spacing (N ~'*~2 A). N~ '3 should set an
approximate lower limit on the path between electron
scattering events, leading to “saturation™ of p,. and
with increasing temperature,*® as has been observed in
aluminum under short pulse heating conditions.*® A pos-
sible physical mechanism yielding [ slightly less than
N """ might be collisions within localized carbon mole-
cules containing small angle bonds. Alternatively, a re-
sidual population of anomalously hot electrons with
v > vy would have mean-free .ths larger than the range
indicated above. On the other hand, in view of the phe-
nomenological nature of the Drude model, the precise
value of 7 should probably not be interpreted too literal-
ly, as long as ver saturates in the vicinity of N~ '/%
Indeed the fluence dependence shown in Fig. 13(c} is fully
consistent with a saturated resistivity above the melting
fluence, since resistivity does not increase as fluence in-
creases above F,, (with the possible exception of a slight
increase in a narrow range just above F,, ). In fact, rather
than leveling off, resistivity actually decreases with ap-
proximately F """ dependence. The decrease in p prob-
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TABLE L. Summary of measurements and calculations of Drude parameters and dc resistivity in column IV liquid metals.

Liquid Pressure (bars) Temperature (K) W,T Pac (uflem) Method Reference
Sn 1 1130 8 60 cw ellipsometry Hodgson (Ref. 47)
Ge 1 1270 6 75 cw ellipsometry Hodgson (Ref. 47)
Si 1 1800 5.6 80 cw ellipsometry Shvarev et al. (Ref. 43)
i 1800 5.3 85 Picosecond Li and Fauchet (Ref. 25)
reflectance
C ~0.3% 10° ~ 6000 1-1.6 62575 Femtosecond This work
reflectance
4x10° ~ 5000 1000 QOhmic heating Gathers et al. {Ref. 14(a)]
1 ~4500 30—-70 Ohmic heating Heremans et al. (Ref. 4)
1 5000 23 140+28 Molecular dynamics Galli et al. [Ref. 6(a)})
simulation
ably has multiple causes, including increasing ionization  measurements,'*<’ and was taken into account in deter-

{i.e., increasing w,, even at constant 7), and an approach
to high temperature plasma behavior, in which resistivity
is increasingly determined by Coulomb scattering,”® and
scalesas 7 %72,

The range of Drude parameters cited above corre-
sponds to a range of possible electronic and molecular
structures. The smaller w, (1.6X10'® s™') corresponds
to a monovalent metal, implying that three of the four
valence electrons of carbon are involved in covalent
bonding. Indeed the molecular dynamics simulation of
Galli et al.,® although consistent with a quadrivalent
electronic structure at low pressure, nevertheless shows
prevalent clusters and chainlike molecular structures in
the liquid state. On the other hand, the other column IV
liquid metals are all quadrivalent metals.?**’ The current
results provide no firm basis for distinguishing between
these two pictures, or an intermediate version. Molecular
dynamics simulations of the electronic properties at
elevated pressure, together with extended femtosecond el-
lipsometric measurements at very steep probe incidence
angles and vacuum ultraviolet probe frequencies will nar-
row the uncertainty considerably, and possibly detect
variations from Drude-like optical properties. Whichev-
er of these interpretations proves ultimately correct, the
current experiments show clearly that liquid carbon is a
resistively saturated material, for which the “free elec-
tron” Drude model and the attribution “metal’ are at the
limits of their validity.

Comparison of our optically determined resistivity
with pulsed electrical heating measurements of liquid car-
bon (see Table I} also provides physical insight. The mea-
surements which most closely approximate our pressure-
temperature conditions involve pulsed ohmic heating of
vitreous'*<' or glassy carbon'*9! to temperatures up to
6000 K under 2-4 kbar rare gas pressure. Melt resistivi-
ties p ~ 1000 ufl cm were reported from these measure-
ments, which is very consistent with our optically deter-
mined values just above F,,. In fact the somewhat small-
er values obtained in our experiment are fully consistent
with the higher sample compression under femtosecond
excitation, which suppresses the amplitude of ionic vibra-
tional motion responsible for electron scattering and
resistivity. Indeed clear evidence of volume expansion
was obtained in the pulsed ohmic heating

mining the resistivity. On the other hand, recent mea-
surements* and calculations®” at ambient atmospheric
pressure have yielded much smaller resistivities than ob-
tained in our experiment. Heremans et al.* reported
resistivity 30 <p <70 u) cm based on resistance measure-
ments of chmically heated pyrolytic graphite fibers at at-
mospheric pressure. Two theoretical simulations per-
formed after this experiment yielded resistivities of 140
pQcem,® and 80 uQcm’. Volume expansion upon melt-
ing was neglected in analyzing the measured resistance,
which, if present to the degree observed in Ref. 14(c),
could raise the reported resistivity by as much as a factor
of 2. Nevertheless, even with this correction the values
wouid still fall significantly below ours. The lower sam-
ple pressure compared to our conditions is expected to
yield higher, rather than lower resistivity (in the absence
of phase transitions). Thus other causes of the discrepan-
cy with our measurements must be sought. One possibili-
ty is that the nature of the material is very different at at-
mospheric pressure. Indeed, a number of independent
experiments in which graphite was melted in atmospheres
of pressurized inert gases have agreed that the solid-
vapor-liquid triple point occurs at ~110 atm.
pressure.”“"3! Thus according to these investigators, an
equilibrated liquid phase of carbon does not even exist at
atmospheric pressure. It is therefore conceivable that at-
mospheric pressure experiments measure a qualitatively
different phase of carbon than high pressure experiments.
Reconciliation of the various pulsed ohmic heating exper-
iments is complicated by their use of different starting
forms of carbon, and by the lack (to our knowledge} of
measurements on a single type of starting sample at pres-
sures both above and below 110 atm. In addition, the re-
ported electrical resistivity of the heated phase sometimes
depends on prior history te.g., heat treatment) of the
starting solid. These ambiguities would be clarified by
performing ohmic heating experiments on well-
characterized pyrolytic graphite fibers, glassy carbon, vit-
reous carbon, and perhaps other solid carbon forms at
systematically varied pressures ranging from 1 bar to
several kbar. In summary, our optically determined
resistivity agrees very well with pulsed electrical measure-
ments reported for carbon samples melted at pressures
well above the widely accepted triple point pressure of

_
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110 atm,'* but significantly exceeds reported measure-
ments* and calculations®’ of resistivity for low pressure
samples.

VL. CONCLUSIONS

Femtosecond melting experiments measure the optical
and electronic properties of refractory condensed materi-
als in quantitative detail at extremes of pressure and tem-
perature inaccessible by other experimental methods. We
have presented a comprehensive study of the optical
properties of liquid carbon produced by femtosecond ex-
citation of pyrolytic graphite and diamond above critical
melting fluences of 0.13 J/cm? and 0.6 J/cm?, respective-
ly. All evidence suggests that both samples melt, reach
nearly common electron-lattice temperature and steady
state visible reflectance higher than the starting solids
within 1 ps, before the release of internal pressure and hy-
drodynamic expansion distort the optical properties of
the surface. A careful analysis of fluence-dependent
reflectance at At >1 ps and fluence-dependent damage
morphology shows that surface expansion strongly at-
tenuates surface reflectivity within a few picoseconds of
femtosecond irradiation at all fluences above the critical
melting fluence. A Drude model fit of the measured
reflectance spectrum at Ar~ 1 ps shows liquid carbon to
be a resistively saturated metal under femtosecond melt-
ing conditions, consistent with dc resistivity measure-
ments made on carbon samples melted by pulsed ohmic
heating in an inert, pressurized atmosphere.

This work points to a number of areas for additional
research. The pressure dependence of the electrical prop-
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erties of liguid carbon should be clarified by theoretical
simulations at high pressure and by pulsed electrical mea-
surements on well-characterized samples at systematical-
ly varied pressures between | bar and several kbar. Fem-
tosecond experiments can be improved by using probe
pulses at vacuum ultraviolet wavelengths and steep in-
cidence angles, in order to probe the plasma edge more
accurately and determine individual Drude parameters
more precisely than has been possible in this work.
Significant deviations from Drude-like behavior might
also be detected. The degree of equilibration following
femtosecond excitation can be further clarified by dynam-
ical simulations which start with graphite and/or dia-
mond crystalline structures, and by more extensive com-
parison of the femtosecond time-resolved reflectance of
less refractory materials with independently measured
optical properties of the equilibrated liquid phases. Fi-
nally, in a larger context, femtosecond spectroscopy pro-
vides a promising method for optically characterizing a
wide range of condensed, refractory materials in previ-
ously inaccessible pressure and temperature regimes
characteristic of planetary and stellar interiors.
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We present femtosecond time-resolved p- and s-polarized reflectivity measurements of silver, aluminum, and
tungsten surfaces that are hydrodynamically expanding in response to pulsed laser excitation. A numerical
model of the experimental results shows that (1) electron heating and surface expansion influence the reflec-
tivity on distinguishable time scales and (2) covalency, described by non-Drude dielectric constants, is neces-
sary to explain the time-resolved reflectivity of the tungsten target.

Intense femtosecond excitation of solid targets has
been used to produce and measure the properties of
solid density plasmas'? and pressurized liquids® that
resemble states of matter found in planetary and stel-
lar interiors. With sufficiency short pulses, the sur-
face can be fully heated and optically probed before
the surface hydrodynamically expancs. In several
recent studies,’” the ultrafast reflectivity response
of highly excited metals was observed with a single,
intense laser pulse serving both as target excitation
and as optical probe. In these studies, the initial
stages of hydrodynamic expansion occurred during
the pulse. Consequently, competing processes of
electron heating, melting, and hydrodynamic surface
expansion, which influence the reflectivity to differ-
ent degrees and at different times, could not be
clearly resolved.

In this Letter we present femtosecond time-
resolved experiments in which a 90-fs visible pump
pulse excites either a free-electron metal (Ag, Al) or
d-band metal (W) target at intensities of as much as
5 x 10" W/cm?. The front surface reflectivity
R, .(At) of a 90-fs, obliquely incident p- or
s-polarized probe pulse of the same center wave-
length is then monitored as the pump-probe time de-
lay At is varied from —1 to +20 ps. The probe
R,;(At) data are analyzed at each Az by numerically
solving the Helmholtz wave equations. The results
show that (1) electron heating, which occurs instan-
tanecusly on surface excitation, can be temporally
distinguished from the delayed surface hydrody-
namic expansion and (2) non-Drude background di-
electric constants are needed to explain R,,(At) of
the expanding non-free-electron metal W target,
which indicates a strong influence of covalent
bonding in the liquid and the expansion region.
Through such results we aim to understand quanti-
tatively the optical properties of metal surfaces dur-
ing the initial stage of plasma expansion following
short-pulse excitation, which in turn may aid in test-
ing hydrodynamic codes used to model inertial con-
finement fusion and short-pulse x-ray generation.

The experiments were performed in air immedi-
ately after the samples were polished, and the initial

0146-9592/92/201450-03$5.00/0

optical properties were determined with a He-Ne
laser. A colliding-pulse mode-locked dye laser and a
four-stage Nd:YAG-pumped dye amplifier generated
0.5-mJ, 620-nm, 90-fs pulses at a 10-Hz repetition
rate. The amplified pulses are split into a pump
beam, a 1000-fold weaker probe beam, and a refer-
ence beam, which is used for normalizing the effect
of pulse energy fluctuations. The probe is incident
at 70° from the surface normal and is focused to a
30 um X 60 um spot on the sample. This steep
angle provides good sensitivity to changes in the
surface dielectric function and density gradient.
The p-polarized pump is incident at 45° and focused
toa 60 um X 80 um spot centered around the probe
spot. The ~-5-ns pedestal of amplified spontaneous
emission was measured to be less than 4% of the
pump-pulse energy, well below the threshold for pre-
plasma formation. The sample was translated after
each shot to ensure that each pump pulse excited an
undamaged area. Each data point was averaged
over 20 shots.

R,,(At) data for the free-electron metals Ag and Al
excited at 10" W/cm? are shown in the main plot and
the inset of Fig. 1(a), respectively. R,(At) decreases
with the pulse-width-limited fall time from an initial
value of 0.88 (Ag) or 0.79 (AD) to a final value of
~0.35 after excitation. After reaching a minimum,
R,(At) partially and more slowly recovers to approxi-
mately 60% of the original value within 15 ps. For
At > 15 ps, R,(At) levels off or, with higher pump in-
tensity, begins to decrease. R,(A?) of identically ex-
cited Ag and Al, on the other hand, changes only
slightly during the interval 0 < At < 15 ps. More-
over its near-unity value shows that nonspecular
scattering is weak during this time interval. For
pump intensities of >10" W/em? R,(At) decreases
gradually for A¢ > 10 ps, which suggests the onset of
nonspecular scattering as plasma nonuniformities
develop, but still only slightly for At < 10 ps.

R, ,(At) data for the d-band metal W identically ex-
cited and probed are shown in Fig. 1(b). The inset
shows R,(A?) for excitation at 5 X 10'2 Wem?., In
this case, solid W simply melts in <1 ps, without ab-
lating, into a liquid that is more reflective than the

© 1992 Optical Society of America
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Fig. . Time-resolved reflectivity of (a) Ag and Al (inset)
and (b) W surfaces pumped by p-polarized, 90-{s, 620-nm
pulses incident at 45° from the normal at 10" Wem? and
probed by s-polarized 1open circles) or p-polarized (filled
circles) pulses (90 fs, 620 nm) incident at 70°. Curves
represent theoretical models based on numerical solutions
of Helmholtz eguations. as follows: {a) Dotted curves,
electron heating included, surface expansion neglected;
dashed curves, electron heating neglected, surface expan-
sion included; solid curves, electron heating and surface
expansion both included: long-dashed curves, covalent
model (s polarized). b’ Dashed curves, free-electron
model; solid curves, covalent model; inset: p-polarized
data at 5 x 10 W/em?.

solid, so R, remains nearly constant over 20 ps.
When the excitation was increased to 10" W/cm?®
{Fig. Uib), main plot}, however, an initial R, increase
to the liquid value {~0.26) is followed by a drop and
recovery, as observed in Al and Ag. R, also in-
creases by approximately 10% immediately on exci-
tation then decays slightly over the 15-ps period of
ohservation.

We now analyze R, .1At) for Ag, Al, and W by nu-
merically solving the Helmholtz equations' at each
A¢ using 2 model that includes (1) heating and subse-
quent cooling of the electrons and (2) development
of a plasma gradient that expands at velocity
Uexp ~ Comns NOrmal to the metal surface. A space-
and time-dependent Drude dielectric function e(x) =
€0(X) + (€20(x) — w,x)/wfw + iv(x)] describes the
surface expansion region at each time At after exci-
tation, where p is the electron collision frequency,

w, = (n,e’fe,m)' ? is the plasma frequency,

—wpifwlw + iv) is the free-electron contribution to
the dielectric function that is due to intraband tran-
sitions, while €, — 1 and €y, describe the covalent
electron contribution from interband transitions.

The optical properties of liquid Ag and Al are well
explained by a free-electron Drude dielectric func-
tion at visible frequencies.’ Thus, as a first ap-
proximation, we set €,y = 1 and €y = 0, so that thex
dependence of e(x) in the expansion region is con-
tained entirely in the x dependence of the atomic
density N(x), as w,*(x) and v(x) are linearly propor-
tional to N(x). The dotted curves in Fig. 1(a) were
calculated based on electron heating and cooling
only, without hydrodynamic surface expansion, as
follows. First, the time evolution of electron tem-
perature T.(¢) was calculated a priori by solving the
coupled diffusion equations.® As a lower limit, we
used room-temperature electron-phonon coupling
constants of 3.6 X 107 W/m®K for Al and 3.6 x
10" W/m®K for Ag.” The calculated peak T. is in-
sensitive to a threefold increase of the coupling con-
stant. In solving the equation, a Gaussian laser
temporal profile provided the heat generation term
that determines the rise time of T,, and the T, depen-
dence of the electron heat capacity and chemical
potential was included® to ensure accurate descrip-
tion of the transition from degenerate to Maxwellian
electrons. Room-temperature thermal conduc-
tivities were used. Ballistic heat transport was
neglected here because of the much shorter electron
mean free path at high T.. These calculations
yielded peak electron temperatures of 10, 14.3, and
9.41 eV for Al, Ag and W, respectively, at 10" W/en,*
Second, T.(t) was related to e(t), and therefore to
R,.(At), by using® v(t) = Cn,Z*T.(t}/w,’ (n, is the ion
density, Z is the effective ionization number), which
is valid for £7. < 20 V. The parameter C involves
the structure factor and other weak temperature-
dependent factors. However, C can be regarded
as a temperature-independent constant and
wes the sole parameter used to fit the R, minima for
Al and Ag at several excitation levels. With w,/w
equal to the liquid-state values [4.52 (Ag) and 7.31
(AD]® on melting and Z = 3 (Al) or 1 (Ag), the dotted
curves in Fig. 1 are generated, which correspond to
maximum collision frequencies of va/w = 1.88 and
vag/w = 0.87 for 10" W/ecm* excitation. The ob-
served R, minima at several other excitation levels
of Al and Ag were also consistent with this electron
heating analysis to within 10%. Finally, the fitted
value vy = 5.7 X 10" 57! is close to the correspond-
ing value » = 6.1 + 0.4 x 10'* 5! derived from
Ref. 1 for Al at T. = 10 V. These independent
checks all confirm that the rapid drop in R, and the
R, minima are determined almost entirely by elec-
tron heating. However, the calculated electron
cooling shown by the dotted curves fails to explain
the slow observed recovery of R, without invoking
unreasonably small phonon coupling constants.

On the other hand, the recovery of R, can be ex-
plained well by introducing hydrodynamic surface
expansion at approximately c,oune. The dashed
curves in Fig. 1(a) show the calculated R,(A¢t) values
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of Al and Ag by considering expansion alone, without
electron heating. This calculation assumed that
the atomic density gradient function in the expan-
sion region follows the Riemann solution of the hydro-
dynamic equations'®: N(x) = No(3/4 - x/4vupt)’°
for —vupt < x < 3vapt. Expansion velocities v, =
1.2 x 10°em/s (AD) and 0.8 X 10° cm/s (Ag), assumed
constant over the initial 15 ps of expansion, were
then determined from the best fit to the observed
recovery and agree well with the acoustic velocities
independently calculated® with the peak electron
temperatures cited above, vy = (ZkyT./m.)"? = 1.16
and 0.36 X 10° cm/s, respectively. Nevertheless,
this model alone cannot explain the pulse-width-
limited fall time of R,. However, when both in-
creased collisionality and plasma expansion are
taken into account with the same calculated v(¢)/w
values and fitted v.,, parameter cited above for the
dotted and dashed curves, a satisfying fit to R,(¢)
of Ag and Al is obtained for the entire interval
0 <t < 15 ps, as shown by the solid curves in
Fig. l{a). The final curves were insensitive to the
recovery dynamics of 7T.(¢). A small drop in R,(2)
near t = 0 is also expected, but with magnitude
close to the experimental noise level.

In the case of W, if we make the free-electron as-
sumption (i.e., €3 = 1, €29 = 0) for the liquid and ex-
panding material, we find that the postmelting
reflectivity drop and recovery shown in Fig. 1{b)
cannot be explained by a surface expansion model
like that described above. For example, the dashed
curves in Fig. 1th: show our best electron heating/
surface expansiun model under the constraints
€ = 1 and € = 0 but disagree strongly with both
the R,(t) and R,ft) data. For these curves v(0)/w =
3.65 and w,/w = 907 were used in order to satisfy
the initial reflectivity values of molten W How-
ever, no better fit could be obtained despite wide
variations in the choice of parameters. Under our
conditicns, recombination is negligible' in the ex-
pansion region over the initial 15 ps.

To obtain a satisfactory fit of the W data, covalent
background dielectric constants €, > 1 and €, > 0
must be introduced in both the liquid and expansion
regions. The solid curve in Fig. 1(b} shows a sati-
fying example of such a fit to both R,(¢) and R,(¢)
data, with parameters as follows. For the liquid
surface, €, = 7.65, €20 = 12.3, yw = 0.7, and o, /w =
4.3 were introduced because they are consistent
simultaneously with the initial maximum liquid W
reflectivity and the known resistivity > of W near
the melting point. The fit of subsequent evolution
then assumed this liquid #s an initial condition.
Continued heating of the liquid Arives v/w to a maxi-
mum value of 1.8 at the R, minimum, then electrons
cool in ~3 ps. The observed R, minima imply that
the structure parameters for the three metals are in
the ratio Cqy: (7. Cw = 0.99:1.1:1.0 with reasonable
liquid-«tate parameters Z = 1.7 and the effective
apticel mass m,* = 20m,[m,*/m, = 1 for Al and Ag
tRef. 5)] In the expansion region (x > —unt), €
NG €20 decrease with material density, approach.ng
the vacuum values (e;, = 1, €30 = Q) far from the
suriace. We made the simplifying assumption that

{€,0 — 17 and €, dicrease linearly with density to-
ward the vacuum values. The best fit, shown by the
solid curve in Fig. 1¢b), was then obtained with
Vesp = 0.33 x 10° cmy/s, which is the same as the ¢col-
culated value v,. More rigorous models of the den-
sity dependence of €, and ¢,, would necessitate
modest changes in all parameters. Nevertheless,
this simplified model demonstrates the influence of
covalency both in the liquid and the expansion region
of W Similar conclusions are reached from experi-
ments with other covalently bonded materials teg.,
carbon, silicon).

The slight deviation of liquid Ag and Al (Ref. 5i
optical properties from a free-electron dielectric
function can also be incorporated easily into the
model. Optical data® justify €, = 1.3, €20 = 1.2, and
vw = 0.085 for Ag and €,y = 1.2, €, = 1.1, and
vw = 0.31 for Al at 620 nm, which yield the dashed
curves for R,(t) in Fig. lta). The R, t} fits hardly
deviate from the previous ones, but the subunity val-
ues of R,(t) are better explained. For all the best
R,. fits, the data begin to deviate from the model
for + > 15 ps. This discrepancy may be caused
by the onset of nonspecular scattering, as shown by
recent time-resolved measurements'' from femto-
second photoexcited GaAs that show the scattering
rising sharply for ¢ > 15 ps. Thus the surface ex-
pansion mndel based on the Helmholtz equations
appears valid only in a limited time interval
0 < Af < 15 ps.
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Electromagnetic plasma computer simulations are used to analyze the frequency shifts caused by the 10nization
of atmospheric-density noble gases during interaction with intense femtosecond laser pulses, the resuits are
presented and compared with experimental data. The simulations trace the temporal evolution of plasma
growth during the femtosecond ionizing pulse and calculate the resulting self-induced blue shift of the iomizing
pulse spectrum. Variations with puise intensity, gas pressure, and gas species are calculated. The relative
contributions of strong-field ionization and electron-impact ionization on the frequency shifts are discussed
The simulations provide qualitative explanations of most of the features observed experimentally in the blue-
shifted spectra. The technique of spectral blue shifting intense femtasecond lsser pulses pravides a new diag-
nostic tool for studying strong-field ionization and laser-induced breakdown in dense plasmay.

1. INTRODUCTION

Ultrashort-pulse lasers with intensities greater than
10'* W/cm? have been clearly demonsatrated. Theses lasers
make possible the ionization of small regions of gas in a
time of the order of the pulse duration. The rapid cre-
ation of the plasma by strong-field ionization is accompa-
nied by a fast decrease in the index of refraction of the
medium. The incident lagser beam is thus transmitted
through a region of rapidly varying refractive index,
which causes a frequency upshift in the laser pulse. Such
field-ionization-induced blue shifts were observed in
the experiments of Wood and co-workera'™ with 100-fs,
620-nm, 10" W/cm? laser pulses.

Even for moderate laser intensities (10"'-10"* W/em?) it
is known that the laser frequency can shift as a result of
the variation of the refractive index of the forming
plasma. Yablonovitch and Bloembergen observed spectral
broadening and frequency shifts in laser-breakdown plas-
mas.'? In their case plasma formation is caused by ava-
lanche ionization resulting from electron impact. More
recently, because of the availability of lasers with intensi-
ties of 10" W/em? and above, Wilks et al.’ and Gildenburg
et al.” suggested that the mechanism of strong-field ion-
ization of the atoms of a gas can be used for effective con-
trol of the frequency upshifts of the laser radiation.
These field-ionization-induced blue shifts were verified in
the experiments of Wood and co-workers'® in the noble
gases. Yablonovitch" and Downer ef al.' also explain
that such blue shifts are implied in the above-threshold
ionization experiments of Freeman et al.”* For a differ-
ent frequency range, Joshi et al.'* demonatrated the fre-
quency upshifting of microwave radiation by laser-ionized
rlasmas.

The frequency shift can be approximated by the Drude
model!! as

0740-3224/92/112032-09806.00
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where w, is the original frequency, ¢ is the speed of light
in vacuum, L is the interaction length, n{x, ¢ 15 the indes
of refraction along the propagation direction x.

w, i3 the plasma frequency, and y is the collisional {re.
quency. This model provides a simple scaling formula for
the frequency shift of the transmitted laser beam. Ac.
cording to this model, large frequency shifts can be ob.
tained by simply increasing the interaction length or the
gas density. The creation of intense fields can currenthy
be accomplished only through tight focusing of the laser
beam; therefore long interaction lengths may be difficult
to achieve because of diffraction effects. Spauial grads-
ents of the induced index serve to limit this interaction
length further by defocusing the laser beam. The high
gas presaures at which the critical density of free elec.
trons is achieved would limit the efficiency of the fre-
quency upshift process, because a significant portion of
the laser beam would be reflected. High gas pressures
also tend to incresse defocusing because of the higher
plasma density and resuiting higher index gradients in the
interaction region.

The initial motivation {or this investigation came from
the experiments of Wood and co~-workers.'” These experi-
ments have shown that the magnitude of the biue shift, as
well as the shape and time development of the blue-shifted
spectrs, depends strongly and reproducibly on noble-gas
apecies, gas pressure. and ionizing laser intensity, as is
discussed in Section 3. Our main objective in the ru-
merical simulations is to examine whether th- = - or
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experimental trends can be explained in the context of ap-
propriate theories of ionization in intense light fields. To
this end, special emphasis is placed on two points. First,
the tunneling formula of Ammosov et al.'® is used to
evaluate field-ionization rates, in contrast to earlier pre-
liminary apalyses? of the blue shifts based on the Drude
model with Keldysh!® field-ionization rates. Since recent
ion-yield experiments'’*® show field ionization rates that
are in discord with the Keldysh formula and in better
agreement with the tunneling formula of Ammosov
et al.," it is important that estimates of the frequency
shifts be evaluated by using the latter formula. Second,
the possible contribution of collisional ionization to the ob-
served blue shifts is evaluated. Recent studies® of the
pressure, the intensity, the species, and the time depen-
dences of the blue shifts provided evidence that electron-
impact ionization begins to supplement field ionization in
the heavy noble gases at the highest light intensity
(10'® Were® and pressure [5 atm (3.8 kTorr)] studied ex-
perimentally. A Drude model that combined field- and
impact-ionization rates yielded qualitative agreement
with the data.’ Here, using a more rigorous procedure in
which the wave propagation is solved consistently with
electron dynamics, we reexamine the relative significance
of these ionization processes.

We use a one-dimensional electromagnetic plasma simu-
lation code to study the ionization-induced self-frequency
shifts of the femtosecond ionizing laser pulses. A de-
scription of the simulation model is given in Section 2.
In Section 3 we present some of the experimental results
and discuss the reason for invoking the aignificance of the
collisional ionization process in explaining the observed
frequency shifts. A more comprehensive presentation of
the experimental results is being prepared.’® The nu-
merical results are then presented in Section 4. The con-
clusions are given in Section 5.

2. SIMULATION MODEL

The model soives Maxwell's equations for the fields and
the continuity equations for the electron density and
current. The pulse lengths are short enough that ion
motion is negligible. We consider a linearly polarized
electromagnetic wave traveling along x; there are no vari-
ationsinyor 2 (k, = k, = 0). The transverse electromag-
netic wave components are E,(x,¢) and B,(x,£}. The
source wave is incident from left to right on a gas cell, for
which we specify a gas density uniform along x for a given
interaction length L. The propagation of the wave is simu-
lated by integration of Maxwell’'s equation:

“E

— 2V X B - 4nd, iq-chxE.
gt ¢

QOur previous simulations show that for laser intensities
of 10'%-10"" W/cm? the dynamica of the plasma electrons is
dominated by the transverse motion.?® Furthermore, for
plasma densities greater than 10*® cm™ the spatial profile
of the electron density, n,(x, ), is well constrained by the
space-charge forces. Thus the electron density is deter-
mined only by ionization, while the interaction of the field
with the plasma is determined only by the transverse cur-
rent density, J,(x,2). Let N,(x,¢) be the number density
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of ions with charge state /. Assuming & stepwise ioniza-
tion process,

aN,
—a't'g" -WNo,
aN,
—L=WN. - W.N,
at
aNI.ll
T = WimasiVomas-1,
2 BAX
n, = 2 N,

Pt}

where W, is the total ionization rate for the production of
charge stete ;. We take both field ionization and electron-
impact ionization into account. The fluid equation for
the current density is

Y, e?
l = ~—n,E,.
at m

The Keldysh formula™ for the ionization rate is com-
monly used to describe high-intensity laser-atom interac-
tions. An important feature of the Keldysh theory 1s that
the ionization rate is determined more by the properties
of the outgoing electron than by the details of the atomic
structure. The full form of the Keldysh formula for the
ionization rate is

v y 1 Utw
w “‘“{ hw ] [u + 7’)"’] S[" hw ]

U . ., 1+ yH\?
X exp{ - e sinh y-yW ,

where ¥ is the tunneling parameter, given by
I AC)
YT w £

E is the electric field stre 1, w is the laser frequency,
and U,(0) is the field-free iv..ization potential. The other
terms in the formula are

1
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The factor A in the Keldysh formula 1s of order unity and
accounts for a weak dependence on the details of the atom

In most of our calculationa we choose the tunneling for-
mula of Ammosov et al.’® to calculate the field-ionization
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rates. These rates are much higher than those calculated
with the Keldysh formula.!* Recent ion.yield experi-
ments'™® ghow that the Ammosov ¢t ol. formula is in
better agreement with data. The Ammosov et al.
fisld-ionization rate is given by

z*

] fag-L.6
W= 16lwg— 2 E")
ﬁ

(10 87— Tz

where w,, is the atomic unit of frequency (=4.1 x
10'* s7!). The effective quantum number is obtained by
equating the ionization potential U, of the critical electron
orbit with (Z%/n")Uy,

n -———-—gw——-‘t—
U/ U

where Uy ia the ionization potential of H (=136 eV) and Z
refers to the residual charge seen by this electron. The
formulation of Ammosov et al. also used in the analysis in
Ref. 3.

A number of empirical formulas for the electron-impact
ionization cross sections have been proposed. The for-
mula derived by Lotz? is widely used and seems to be in
gocd agreement with measured data.”* The cross section
for impact ionizing an ion in its electronic ground state in
charge state i to produce a ground-state ion in charge
states + 1l is

E,
O 1-byexp}-cl=~-1}]¢-
=X ER R { "’[ "(Pq )]}

E, is the electron energy, P, is the ionization potential for
the outer shell, P, is the binding energy for the first inner
subshell, P; is the binding energy for the second inner
subshell, etc. g, is the number of electrons in the jth
shell. a, b,, and ¢, are constants. For charge states
greater than ~3, Lotz uses ¢y = 4.5 X 10 cm? &V? and
by=c¢, =0 Weusea, =9 X 107" cm® &V? to take into
account any effects caused by collisional ionization of ex-
cited state species. In the experimental situation the tar-
get ions are bathed in a light field as strong as 10" W/em?
and are thus likely to be in excited electromic states. In
an excited state the P; values become smaller, and conge-
quently the ionization cross section increases. In fact
Lotz® noted that the same formula could be used to calcu-
late the enhanced cross section for a particular excited
state. Nevertheless, the excited-state distribution is dif-
ficult to estimate. Furthermore, measurementa of the
impact-ionization cross section of electromically excited
specisg are lacking. Consequently, for the remainder of
this paper, we simply uss twicu the standard ground-state
rect qualitative comtribution of collisional icmization to
blue shifting but may undsrestimate its magnitude to
some extent.

The source laser is rapresented by plane-polarized-wave
solutions to Maxwell's equations in vacuum. A Gaussian
temporal pulse profile is assumed for the laser intensity.
The form of the fields incident upon the gas is thus

E, = B, = E; sinlwot)exp(—2t/tpu’),
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where wy is the frequency of the source iaser and ¢, is
0.6 times the pulse length (to give a Gaussisn FWHM
equal to the specified pulse length).

The numerical solution of Maxweil's equation is imple-
mented in one dimension along the propagation direction
z by using the advective differencing algorithm.?’
The transverse {ields are separated intg left- and right-
going components. By choosing Ax = cAt, thess compo-
aenls are advanced in time simply by shifting the values
over one cell. Let E,* and E,* be the right- and left-going
components, respectively. These field components are ad-
vanced in time as

A

EXMt + At,x + &x) = E™e, x) - wAl[J,(t + 5‘2—'.‘:)

+ J,(t + %f,x + Ax)].

Ef¢ + At, 1) = E)Mtx ~ Ax)

- ﬂAl[J,(l + é—t,x)
2
+ Jy(f + %‘t',l + AX)}

The transmitted and reflected fields are defined as
Ef¢t x = L) and E,*(t, x = 0), respectively. The bound-
ary values for the incident f{ields are

E’R(f. X = 0) L Eo sin(wo!)exp£ “!z/lp.“'-zj,
Eltx=L)=0.

The electron current is advanced in time as

At At
J,(t + —2—1) - J,(t*z-—,x)

2
e
- At-":n,(t,x)(E,R(t,x) + E Mt 0],

The electron density is obtained from the ion charge state
distribution, which evolves according to & simple Euler
scheme. Tests were made for the stability of the ion
charge state evolution by using more robust, but more
time consuming, ordinary differential equation solvers.

Several checks of the Maxwell solution were performed
by using an incident laser pulse with a Gaussian temporal
profile. When the temporal derivative of the refractive
index ia constant for the duration of the pulse, the result-
ing profile will be a Gaussian of the same width as the
original but centered at w = w, + Aw. The entire spec-
trum will have shifted by the amount Aw. As a test case
we assume that the ionization is produced externally, in-
dependently of the laser pulse, is uniform over the interac-
tion length, and has a constant temporal derivative.
According to the Drude model, for an incident wavelength
Ao and an interaction length L the shift is given by

ZLA q’ dn.

ad T 2mm,e a

For an incident laser wavelength of 620 nm and an inter-
action length of 10 ;um an ionization rate of 2.805 X
10" cm™® 87" will result in a spectral blue shift of 10 nm.
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Fig. 1. Calculated spectra for a 100-fs laser pulse with an origi-
nal wavelength of 620 nm. The laser is propagated through a
spatially uniform plasma with an interaction length of 10 um and
an ionization rate of 2.805 X 10® em™ s™'. The dotted curve
is the incident spectrum; the solid curve is the transmitted
spectrum.
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Fig. 2. Measured spectra after shifting through 5 atm (3.8 kTorr)
of He and Ar gases with a peak laser intensity of 10" Wicm®.

Figure 1 shows the transmitted pulse spectrum as ob-
tained from the Maxwell solver for this test case. Since
there is no spatial variation within the plasma, the solu-
tion agrees with the Drude model, as expected.

3. EXPERIMENTAL RESULTS

In this section we present some of the experimental re-
sults and discuss the reason for invoking the significance
of the collisional ionization process in explaining the ob-
served frequency shifts.

In the experiments of Wood and Downer!>'? 100-fs
laser pulse. with center wavelengths of 620 nm and ener-
gies less than or equal to 0.4 mJ are focused at f/5 into a
glass cell containing a pressure of between 1 and 5 atm
(0.76 and 3.8 kTorr) of He, Ne, Ar, Kr, or Xe gases. The
minimal focal spot size is measured as 7 um in diameter
in order for the intensity to reach 1/e of the central inten-
sity maximum. Light transmitted through the focal re-
gion is collected and analyzed by a spectrometer. The
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spectra of the laser pulses are recorded for varying gases,
pressures, and pulse energies. Typically less than 1% of
the pulse energy is lost in ionizing the gas.

Figure 2 shows the original puise spectrum and the
measured spectra after shifting through 5 atm of He and
Ar gases with a nominal peak intensity of 10" Wem®. In
He a significant amount of the pulse energy remains un-
shifted, indicating that the derivative of the index of re-
fraction or, equivalently, the ionization rate, is zero during
a significant portion of the laser pulse. In Ar almost the
entire pulse spectrum is shifted away from the original
spectrum, indicating a nonzero value for the derivative of
the index or, equivalently, for the ionization rate, during
the entire pulse. The same qualitative feature is ob.
served in Kr and Xe gases.

Figure 3 shows the effect of varying the laser pulse en-
ergy on the measured spectrum after breakdown in Kr
gas at 5 atm of pressure. The center of the unshifted
pulse spectrum is indicated by a vertical line. As the
pulse energy is increased, the spectrum peak moves to-
ward the biue until the pulse energy reaches 0.01 mJ
{-log(Energy) = 5.0), after which the position of the peak
appears to change little. As the energy increases further,
a shoulder appears on the biue side of the spectrum, which
becomes broader and shifts farther toward the blue.

Figure 4 shows the measured spectra after interaction
with each of the noble gases at 5 atm of pressure for a
pulse energy of 0.25 mJ. A blue shift occurs in all cases.
However, the shape of the blue-shifted spectrum depends
strongly on the gas species. In Ar, Kr, and Xe the nar-
row, less-shifted peak and the broad, blue shoulder are
clearly discernible, and the shoulder appears as a separate
peak. The blue shoulder showa greater shifting as the
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Fig. 3. Measured spectra after interaction with 5 atm of Kr as
a function of pulse energy. Pulse energy is increasing toward the
bottom of the figure in steps of (x10%%). The center of the origi-
pal spectrum is indicated by a vertical line at 620 nm.
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Fig. 4. Measured spectra after interaction of 0.25-mJJ puises in

atm of each of the noble gases studied. The center of original
pulse spectrum is indicated by a vertical dashed line at 620 nm
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Fig. 5. Menurod spectra after interaction of 0.26-mJ pulses
with Ar gas as & function of gas pressure. is increasing
toward the bottom of the figure. The center of original pulse
spectrum is indicated by a vertical dashed line at 620 nm.

atomic weight of the gas is increased, corresponding to the
plasma densities that are attained in the heavier gases.
At the same time the height of the narrow, less-shifted
peak decreases. In He and Ne, in contrast, the blue
shoulder is absent. Instead a residual shoulder appears,
corresponding approximately to the unshifted spectrum.

The effect of gas pressure on the measured spectra in
Ar for a pulse energy of 0.25 mJ is shown in Fig. 5. Atall
pressures shown there is the narrow peak that is blue
shifted by 6 nm. Only for pressures above 1 atm does the
broad, more-blue-shifted shoulder appear to be discern-
ible. The blue shoulder shows greater shifting, and the
height of the narrow, less-shifted peak decreases as the
gas pressure is increased. Also, the breadth of the broad
blue shoulder increases as the gas pressure is increased.
Note the absence of a residual shoulder even at the lower
pressures of Ar,

Although the amplitude and the width of these spectral
features depend on the focal profile, chirp, and other de-
tails of the ionizing pulse, numerous measurements con-
firm that the qualitative trends shown in Figs. 2-5 are
reproducible features of femtosecond ionization of noble
gases. Time-resolved pump-probe experiments were also
performed.>® These experiments show that (in Ar, Kr,
and Xe) the broad blue shoulder evolves well in the leading
edge of the ionizing pulse, while the less-shifted peak
arises at or slightly after the peak of the ionizing pulse.
Furthermore, the single blue-shifted peak in He and Ne
(like the broad blue shoulder in Ar, Kr, and Xe) evolves in
the leading edge.

In calculating the plasma density, using either Keldysh
or Ammosov et al. strong-field ionization but without col-
lisional ionization, it is observed that at all intensities, in
each gas, the ionization has saturated by the peak of the
laser pulse, or within 10-20 fs after the peak of the pulse
(see the dashed curves, Fig. 6). This result implies that
in all gases a significant portion of the ionizing pulse en-
crgy would remain unshifted, as is observed in He. Be-
cause the data for Ar, Kr, and Xe do not exhibit this type
of behavior, there is the implication that significant ioniza-
tion occurs during and for some time after the peak of the
laser pulse. This additional ionization may be caused by
electron-impact collisions with the gas. The initial inter-
pretation that comes from the Drude model calculations®?
is the following: Strong-field ionization before the peak
of the laser pulse gives rise to the broad blue shoulder;
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collisional ionization after the peak of the laser pulse gives
rise to the narrow, less-blue-shifted peak. In Section 4
we present numerical simulations to investigate whether
this preliminary interpretation of the experimental data
18 correct.

4. CALCULATIONS OF
IONIZATION-INDUCED EFFECTS

Figure 6(a) shows the calculated evolution of the degree of
ionization in 5 atm of the noble gases illuminated by a
100-fs laser pulse with a peak intensity of 10'* W/cm?, with
the Keldysh rates used for strong-field ionization. The
solid curves are calculations with collisional ionization ac-
cording to the Lotz formula, while the dashed curves are
calculations without collisional ionization. Figure 6(b)
shows the corresponding calculstions made using the
Ammosov et al. rates for strong-field ionization. Note
that, except for He, during the peak of the laser pulse
there is a distinct difference in the degrees of ionization
calculated with and without collisional jonization. This
difference is quite dramatic when the Keldysh rates are
used fur the strong-field ionization. Although these
differences are less significant when the Ammosov
et al. rates are used, they are still apparent. Also, note
that the degrees of ionization obta‘ned with the Ammosov
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Fig. 6. Evolution of the degree of ionization in 5 atm of the noble
gases with s peak laser intensity of 10'* Wem®, calculated using
(a) Keldysh and (b) Ammosov et al. rates for strong-field ioniza-
tion. The solid curves sre calculations that include collisional
ionization; the dashed curves are without collisional ionization.
The time profile of the laser pulse is ahown by the dotted curves
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Fig. 7. Spectra for ionization of 5 atm of Xe by 100-fs pulse
of peak intensity 10'® W/cm?, calculated using Keldysh and
Ammosov et al. rates for strong-field ionization. The laser-
plasma interaction length is 10 um. The dotted curves shows
the original spectra; the solid curves are the shifted spectra in-
cluding collisional ionization; the dashed curves are without colli-
sional ionization.

et al. rates are much larger than those obtained with the
Keldysh rates.

The magnitude of the differences in the ionization
degree is reflected in the calculated spectral shifts.
Figure 7 shows the spectra in 5§ atm of Xe calculated by
using the Keldysh rates, compared with that for the
Ammosov et al. rates. The laser-plasma interaction
length is assumed to be 10 um in these calculations.
With the Keldysh rates there is a dramatic difference in
the spectral shifts with and without collisional ionization,
whereas this difference is quite amall when the Ammosov
et al. rates are used to calculate the field ionization. The
steeper rate of increase in the degrees of ionization ob-
tained with the Ammoscv ef al. rates corresponds to much
larger frequency blue shifts in the transmitted spectrum,
as one would expect from the simple Drude model. Fur-
thermore, only the Ammosov et al. formulation correctly
yields the double-peaked apectral shape observed experi-
mentally (see Fig. 4) w.th 5 atm of Xe, confirming that it
provides the more accurate description of ionization under
the experimental conditions.

The results shown in Figs. 6 and 7 suggest that the sig-
nificance of collisional ionization depends strongly on the
values of the field ionization rate. Recent experimenta!’®
show field ionization rates that are in better agreement
with the tunneling formula of Ammosov et al.'* For the
remainder of this paper we use the Ammosov et al. rates
to calculate the frequency shifts.
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Figure 8 shows the calculsted spectrum in 5§ atm of the
noble gases. The effect of collisional ionization is negli-
gible in the case of He, as is evident also from Fig. 6(b), in
agreement with earlier analyses.® For Ne the effect of
collisional ionization is small but distinct. There is littie
contribution from collisional ionization during the second
half of the laser pulse. Collisional ionization does not sig-
nificantly alter the shape of the spectrum but merely
shifts the entire spectrum a little bit toward the blue.
The spectrum in Ne shows a prominent blue-shifted peak
and a small residual peak, as is observed experimentaily
(see Fig. 4). For the heavier gases Ar, Kr, and Xe the
frequency shifting manifests itself in two ways. First,
there ia the appearance of a broad, blue spectral shoulder
that is shifted from the original by as much as 35 nm in
Kr for the parameters used in Fig. 8. Temporally this
feature arises mainly from the lower ionization stages, oc-
curing well within the leading edge of the ionizing pulse,
in agreement with the time-resolved experiments.’
This feature is unaffected by including collisions in the
model and thus originates purely from strong-{ield ioniza-
tion. Second, the extra blue shifting resulting from the
higher ionization degrees attained in the heavier gases
sometimes causes the residual peak to be blue shifted even
in the absence of collisions. Compare, for example, the

.
.
. .
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.

10 um
5 atm
10" Wrem?
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Fig. 8. Spectra for ionization of 5 atm of He, Ne, Ar, and Kr by
a 100-fa pulse of peak intensity 10" Wiem?, calculated with the
Ammosov et al. rates used for field ionization. The laser-plasma
interaction length is 10 um. The dotted curves stiows the origi-
nal spectra; the solid curves are the shifted spectra including col-
lisional ionization; the dashed curves are without collisional
ionization.




2038  J. Opt. Soc. Am. B/Vol. § No. 11/November 1992

6 A r'y A
Argon " L
_s] sam 10" wrem® |
o 620 nm
T, ] 100 fs 2 L
g4 L 5x10"* wiem?
2 <
s K ; L
2 5 L 10'% wicm?
- 2 “ ] '..
8 ; . -'-. - b
S 4 .
/ sx10'* wiem?
° “‘.“ A v' L2 h LA .t v
-200 -100 0 100 200

Time (fs)

Fig. & Calculated evolution of the degree of ionization in § atm
of Ar for various peak laser intensities. The time profile of the
laser pulse is shown by the dotted curve.

spect-a of Xe and Kr (dashed curves) in Fig. 8. Since the
highest ionization stage in Xe occurs at a slower rate than
the lower stages [Fig. 6(b)], it causes the blue shift of the
tall, narrow, less-shifted peak rather than a further shift
in the broad, blue shoulder. Furthermore, Fig. 6(b) shows
that this final stage (and thus the biue shifting of the less-
shifted peak) should occur near the peak of the ionizing
pulse, in qualitative agreement with time-resolved experi-
ments.’ Thus femtosecond ionization of 5-atm Xe at
10" W/cm? light intensity provides a specific example in
which the main qualitative features of the data® can be
explained without invoking collisional ionization at all.
Elucidation of such an example is 8 major new point
brought out by the current simulation, which was not evi-
dent in earlier analyses®? of the blue-shift data.

Neverthelegs, in other cases collisional ionization may
still be necessary to account for the main features of the
data. For example, without collisions in the model the Ar
and Kr spectra (Fig. 8, dashed curves) each show a promi-
nent unshifted spectral peak, in contradiction to the data
(Fig. 4). With collisional ionization included, on the other
hand, this residual peak is blue shifted. Furthermore, its
extra shift occurs temporally near the peak of the ionizing
pulse [see the solid curves in Fig. 6(b)], in qualitative
agreement with time-resolved experimenta.’ Even in the
case of Xe, collisional ionization supplements the effect
described above by producing an extra shift of the less-
biue-shifted feature near the temporal peak of the ioniz-
ing pulse. The calculated collision-induced shift,
however, is smaller (1-2 nm) in magnitude than the shift
(5 nm) observed experimentally. The assumption of
twice the ground-state impact ionization cross section
may be responsible for this discrepancy by underestimat-
ing the impact ionization rate of electronically excited spe-
cies. Conceivably a high degree of electronic excitation
could result in an even higher cross section.® * A detailed
discussion of this interpretation is in preparation *

The calculated evolution of the degree of ionization in
Ar is shown in Fig. 9 for various peak laser intensities.
The corresponding spectra are shown in Fig. 10, At a
laser intensity of 5 X 10** W/cm?, Ar is only singly ionized.
At a pressure of 5 atm and an interaction length of 10 um,
this calculation produces a blue-shifted peak that is 4 nm
from the original. A small residual shoulder correspond-
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ing to the far-red wing of the unshifted spectrum is evi-
dent. At a laser intensity of 10** W/em®, Ar is doubly ion-
ized. This produces a main blue shift of 7 nm. Further-
more, the residual shoulder is now centered closer to the
center of the unshifted spectrum. At a laser intensity of
5 x 10" W/cm?, Ar is more than four times ionized. Al-
most the entire spectrum is shifted away from the origi-
nal spectrum. The spectrum becomes broader and is
shifted farther toward the tlue. Concurrently relatively
little unshifted light remains. This produces a new main
peak, which is blue shifted by ~4 nm; and & broad, biue
shoulder that is blue shifted by ~14 nm. At a laser inten-
sity of 10 W/cm?, approximately half of this main peak is
blue shifted farther, causing a subdivision into two peaks.
The other half is once again centered on the original pulse
spectrum. The broad, blue shoulder is also shifted far-
ther, giving the appearance of a third peak.

The effect of gas pressure on the caiculated spectra in
Ar is shown in Fig. 11 for a peak laser intensity of
10™ W/cm?. As the pressure is increased to 2 atm, only
one peak is prominent, and the blue shift is simply propor-
tional to the pressure. As the pressure is increased to
3 atm this peak begins to subdivide, giving the appearance
of a plateau. At a pressure of 4 atm the broad, blue shoul-
der becomes evident, as weil as the narrow, less-blue-
shifted peak.

The above calculations show additional examples of con-
ditions under which the simulation without collisions can
reproduce the main qualitative features of the data. Most
noteworthy is the case of 5-atm Ar at 5 x 10'* W/em?
(Fig. 10). In this case the simulation yields a broad blue
shoulder and a less-shifted peak, with little residual un-
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Fig. 10. Calculated spectra in 5 atm of Ar for various peak laser
intensities. The dotted curve shows the original spectrum
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Fig. 11. Calculated spectra for ionization of Ar at various pres-
sures with a peak laser intensity of 10'* Wem®. The dotted curve
shows the original spectrum.

shifted energy, quite like the corresponding measured
self-blue-shifted spectra (Figs. 4 and 5). Furthermore,
the calculated temporal behavior qualitatively agrees with
time-resolved experiments.” In other cases, however, the
simulated blue shift disagrees significantly with the ex-
periment. For example, as intensity increases to
10" W/em? in 5-atm Ar, the reappearance of a large frac-
tion of unshifted energy (caused by completion of sixfold
ionization in the leading edge of the pulse) is a trend not
observed experimentally. On the other hand, collisional
ionization at a sufficient rate might maintain the blue
shifting of the entire pulse spectrum aa intensity
increases.

A more definitive comparison between experiment and
simulation canriot be drawn at this time for two reasons.
First, the experimental peak intensity at the focus is diffi-
cult to measure. Our estimates are only accurate to
within a factor of 2 or 3. Second, the simulation is 1-D
and thus does not take into account either the spatial av-
eraging along the radius of the laser-plasma interaction
region or the defocusing of the laser pulse at higher gas
pressures. To include such effects would require a two-
dimensional calculation. Nevertheless, even the 1-D
simulation successfully reproduces most of the features of
the data. Uncertainty remains in the interpretation of
some details, notably the importance of collisional ioniza-
tion in producing a secondary blue shift near the temporal
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peak of the ionizing pulse in several atmospheres of the
heavier rare gases.

5. CONCLUSIONS

The technique of spectral blue shifting of intense fem-
tosecond laser pulses p.ovides a powerful diagnostic of
plasma evolution at atmecspheric densities. Both the in-
tensity and the short rise times of these laser pulses lead
to high rates of plasma formation, which in turn lead to
measurable blue shifts in the transmitted spectra. Such
experiments significantly complement standard diagnos-
tics of strong-field ionization, such as ion yield and pho-
toelectron spectroscopy, by providing femtosecond time
resolution and by permitting experiments in much denser
plasmas. - Using a more rigorous procedure than previous
analyses,’® the 1.D electromagnetic plasma simulations
presented here provide qualitative explanations of most of
the features observed experimentally in the blue-shifted
spectra.

The magnitude of the spectral shifts and the relative
importance of collisional ionization depend strongly on
both the field-ionization and collisional-ionization rates
used in the simulations. OQur simulations lead to
two main conclusions that were not evident in previous
analyses.?® First, the contribution of collisional ioniza-
tion to the evolution of the plasma density is almost negli-
gible if we use the Ammosov ef al. rates for field
ionization and the Lotz rates for electron-impact ioniza-
tion of electronic ground-state species. If, on the other
hand, the impact ionization cross sections are enhanced
(by >2 times) because of electronic excitation of the target
ions, collisional ionization would then contribute substan-
tially in @ manner consistent with the data. Second, at
some excitation levels in many of the gases the 1.D simu-
lation explains the main qualitative features of the data
without invoking a collisional ionization mechanism.
However, some cases remain (high intensit'- and pressure
in some of the heavy rare guses) for whick  slaining the
data may still require a collisional mecha: n. Further
studies will be needed before the role of cc  _ional ioniza-
tion can be established or ruled out definiteiy.

For more detailed comparison with experiment, a two-
dimensional calculation is necessary if effects such as
beam defocusing are to be included.
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QThD1 Temperature dependence
of the refractive indices
and optical band gap of
thin amorphous silicon
films

N. Do, P T. Leung, L. Klees, A. C. Tam, F.
Teng, W.P Leung'

2N Rezearch Division, Almaden Research
Cevrer, 830 Harry Road, San Jose  California

RES T

Tie variation of the optical constants with
:ermperature for amorphous silicon (a-5i), as
el as other solids, is tmportant in pho-
orhermal processing, such as laser anneal-
ing. Although crystal silicon and other
~emiconductor materials have been studied
oxzensively, a-St is less studied in this aspect.
Previous studies have reported that there is
imsignificant temperature dependence of the
shsorption coefficient at the Nd:YAG laser
_avelength (1.06 pm)'? for a-Si samples of
-uomucron thickness. This has then been
~ mictimes assumed to be a general property
vz 5-51n studies involving laser pulse inter-
sition with the material,

In this work, we present a thorough study
<t the dependence of the real and imaginary
reiractive index n(T) and k(T as functions of
wemperature T for a-5i. Such dependence is
sensitive to sample thickness and optical
wavelength.

To determine the optical constants for the
samples, we have followed the standard re-
Sectance (R) and transmittance () measure-
ments wn which R and I are measured at
s.most normal incidence and mT) and K(T) at
- temprrature are obtained from an it-
ve computer program. The samples we
udyv have the thicknesses of 0.2 pm and 1.0
. The nwo different incident wavelengths
are 0732 um and 1.15 um. The results are
shown in Fig. 1 and 2 from which we observe
the almost linear rise of n{T) with tempera-
rure which is comparable to that with crystal
-icon (¢-Si). However, k(T) varies quite dif-
teventlv and, in general, increases at a slower
site For the 0.2-um thickness at 1.15-ym
~veviengeh, dhdT is indeed negligible; but
©oror a case with more absorptive wave-
«: 2tivor greater sample thickness. Thus, we
. Gudy that, contrary to previous expecta-
s, the absorption coefficient of a-Sican
“ave a relatively strong temperature depen-
Jence in the highly absorptive regime, and
rust be considered in Iaser processing of a-5i.

In addition, by applying the Mott-Davis
formula to the data obtained from m(T) and
X(T), results are obtained for the temperature
dependence of the optical gap energy E for
a-Si. Here, while E; for a-5i is, in general,
larger than that for ¢-Si, they have similar
temperature variation and can all be fitted
using the well-known empirical formula.’
Resuits for E,(T) are shown in Fig. 3.

'1BM Watson Research Center, Yorktown
Heights, New York 10598;IBM Storage
System Product Division, 5600 Cottle Road,
San Jose, California 35193

1. M.R.T.Siregar, M. von Allmen, W.
Luthy, Helv. Phys. Acta 52, 45 (1979).

2. M.von Allmenet al., Appl. Phys. Lett.
34, 82 (1979).

3. C. K.Ong, H.5.Tan, E. H. Sin, Mater.
Sci. Eng. 79, 79 (1986).

4. See, e.g., thereview articleby G. E.

Jellison, Jr., in Semiconductors and Semi-

metals, Vol. 23 (Academic Press, New

York, 1984), R. F. Wood, C. W. White,

R.T. Young, Eds., p. 95, and references

therein.

Y. P. Varstuni, Physics (Utrecht) 34, 149

(1967).
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QThD2 Rapid-scan femtosecond
ellipsometry. of Si1-«Gex
_~ and Cgg crystafline films

H. Mthoo, M. C. Down.r, V P. Kesan®
Phyig’cs Department, University of Texas,
Austn, Texas 78712

Recent stidi ave shown that the
femtosecond optical response of semicon-
ductors depends sensitively on, and can pro-
vide a quantitative indicator of, key sample
imperfections such as implantation damage.,
defectsinduced by low growth temperatare,”
nonuniform doping profiles,” and interface
roughness.! In this paper, we use an unampli-
fied colliding-pulse mode-locked (CPM)
laser (A = 620 nm) to obtain the femtosecond
ellipsometric response in air of Siy.,Ge, and
Cyo crystalline films, for which, to our knowl-
edge, no previous femtosecond studies exist.
We show that femtosecond response of Si;.
«Ge, grown epitaxially on Si depends sensi-
tively on the depth of the strained SiGe/Si
interface beneath the surface, while the re-
sponse uf Cyg films depends on the degree of
crystallinity as determined independently by
x-ray diffraction. In each case, the
femtosecond response of the samples of high-
est crystalline quality reveals the basic non-
equilibrium bulk carrier dynamics, whereas
the response of less perfect samples reveals
alterations in carrier dynamics attributable to
strained interfaces, alloy separation, or
amorphization. A “rapid scan™ of pump-
probe time delay At provides rapid data ac-
quisition. The samples are pumped at normal
incidence and probed either at near-normal
incidence or at oblique incidence (@ ~ 707)
threugh an ellipsometric optical sequence
(polarizer, compensator, sample, analyzer,
differential detector) to provide complete op-
tical characterization of film and substrate at
each At

Figure 1{a) shows the femtosecond reflec-
tivity response of a complete compositional
family of optically thick Siy. Ge, films im-
mediately following growth by molecular
beam epitaxv (MBE) on Si substrates. Four
these samples, the strained SiGe/Si interface
lies well below the optical probe depth. Thus,
the carrier dynamics probed are those of re-
Jaxed 5i;.,Ce,, and are understandable 1n
terms of the bulk band structure. Spedifically,
with increasing x, the amplitude of the inital
response increases with increasing pump ab-
sorption coefficient, and thus increasing ini-
tial carrier density. In addition, the
one-component temporal relaxation for Si-
like films (x £ 0.6) changes to a two-compo-
nent response for Ge-like (x 2 0.6} films,
because uf a change in carrier dynamics re-
sulting from different initial k-space distribu-
tions. In Ge-like samples, direct L — L vallev
pump absorption creates sufficient excess
hole energy to allow delaved secondary car-
rier generation by impact ionization which,
together with intervallev L — [ hole scatter-
ing, produces the observed delayed second-
ary reflectivity decrease. As the epitaxial film
becomes thinner than an optical probe depth.
however, carrier dynamics within the
strained interface reglon increasingly domi-
nate the observed probe response. In these
cases, we observe sharply reduced carrier
lifetime, as illustrated by the reflectivity re-
spunses in Fig. 1{b) for strained 800 A SiGe
films grown by RPCVD {buttom) and MBE
{middle). The top trace in Fig. 1(b) was ob-
tained from the same x = 0.5 sample as the
corresponding Fig. 1(a) trace after several
months of room-temperature storage. A com-
pletely different, small-amplitude, two-com-
ponent response is now observed, suggesting
alloy separation into local regions of pure 5i
and Ge. However, no such changes occurred
in the other samples.

Figure 2 (top trace) shows the
femntosecond oblique incidence response of
an optically thick film grown by sublimating
unpurified C gy powder onto glass. X-ray dif-
fraction showed oriented eputaxial fcccrystal-
line structure’ An initial 1-ps recovery 1s
followed by a steady state, which we tenta-
tively interpret as ultrafast relaxation of uu-
tially hot electron-hole pairs to long-lived,
1.5-eV_direct-gap band-edge states at the X
point.5 The x-ray diffraction of other grown
films indicated amorphized Cyo In these
cases the femtosecond response shown in the
bottom trace of Fig 2 was observed. Al-
though the first 1 ps is similar, continuing
relaxation is observed instead of a steady
state, suggesting that amorphization induces
rapid nonradiative recombination channels.
"IBM Watson Research Center, P.0O. Box 218,
Yurktown Heights, New York 10598

1. W._Kuttet al., "Nonhnear optical prob-
ing of surface defects in semiconduc-
tors with femtosecond pulses,” in
Quuntiom Elcctronics amd Laser Science
Conferonce, Vol. 11, 1991 Technical Di-
gest Senes (Optical Society of America,
Washington 1XC, 1991), paper QWD17,
P 12, A Esser et al, Appl. Surf. Sai
46, 446 (1990); . C. Cho et al, Phys.
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QThD3 Diffuse transmission
spectroscopy of structure
In dense colloids

I D. Kaplan, A. G. Yodh, D. J. Pine’

Picyzsics Department, Uriversity of
Denmsulvania, 209 8. 3303 Siveet, Philadelphia,
yiama 19104

Nutiple light scattering spectroscopies are of
Rrowing importance to the laser community
because of their potential to provide informa-
tion on dense random media, and because the
behavior of diffuse light is interesting in its
own right. In this contribution, we show that
it is possible to derive quantitative informa-
uon about the microscopic structure of a
Jense colloid by measuring its transmission
a~ o function of wavelength.

i'hoton transport in isotropic random sys-

s such as dense colloids, s characterized
Ly two quantities: the photon random-walk
step length | and the photon absorption
ivngth. Ithas been previously recugnized that
I' is related to an integral over the material
interparticle structure factor, Stq)." This fact
has been used to correct for the effects of
particle structure in diffusion measurements,
but generally, the effect is viewed as a nui-
sance. We demonstrate by experiment and
theory that measurements of the wavelength
depondence of I can provide information with
high sensitivity on the structure factor of the
dense colloid.

To visualize the connection between inter-
particle structure and photon transport, con-
sider a photon impinging on a small group of
particles [Fig. 1(a}]. The probability of scatter-
ing through wave vector g is given by the
product of the individual particle form factor
Fi tp and the interparticle structure factor

$(7). The form factor depends on wave vector
ig as well as particle diameter a. In multiple
scattering experiments, this type of scattering
vccurs many times, and the formal expres-
swentur /1 ts proportional toan integral over
=) with a weighting function J'F 4(q), Le.,

,
e

1 RQ l'-l“ 3.3 R
—= a'F, (q1)S{aayd(qa),
! (W)‘I: T el ™ w

where p is the particle number density. Dif-
fuse transmission spectroscopy works be-
cause the upper cutoff of this integral (2ky)
depends on the photon wavelength. Thus,
the value of I at every wavelength is an aver-
age over different parts of the structure factor.

In this experiment, we measure the wave-
length-dependent transmission, between 450

and 900 nm, of an optically aense slab ot
polystvrene spheres (essentially hard
spheres) suspended in water. The light is col-
lected [Fig. 1(b)] using an integrating sphere
and a photodiode. The data in Fig. 2 were
taken from a cell with volume fraction ¢ =
0.33, a = 0.460 um, and cell thickness L. = 500
um. The transmission coefficient T derived
within the diffusion approximation is pro-
portional to I'2 T = 51’ /3L = OU'/L)*. The
solid line in Fig. 2 shows a theoretical predic-
tion for T using the Percus-Yevick approxi-
mation to calculate the structure factor and
Mie theory for the form factors. The dashed
lineis calculated with S(q) = 1. Clearly, diffuse
transmission spectroscopy can test the valid-
ity of different models for the material struc-
ture. The weak oscillations of I with respect
to wavelength reflect the periodicity of 5(q)
and Fi,. The detailed role of wavelength is

discussed further in Fig. 3.

In the future, diffuse transmission spec-
troscopy will enable us to study a wide range
of systems. Although the system studied here
is essentially hard sphere, it may be possible
to ubserve tho fluid/glass/crystal hard-
sphere transitio. s in similar colloids.

"Exxon Research and Engineering, Aunandale,
New Jersey 08801

1. S.Fraden, G. Maret, Phys. Rev. Lett. 65,
512 (1990); X. Qiu, X. L. Wu, J. Z. Xue,
D. ). Pine, D. A. Weitz, P. M. Chaikin,
Phys. Rev. Lett. 65, 516 (1990).

~. Ishimaru, Wave Propagation and Scal-
tering in Random Media (Academic
Press, New York, 1978). Vol. 1.
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QThD4 High-resolution nonlinear
magneto-optical
spectroscopy in GaAs
grown by molecular beam
epitaxy

Min Jiang, Hailin Wang, R. Merlin, D. G.
Steel

Harrison M. Randall Laboratory of Physics,
University of Michigan, Ann Arbor,
Michigan 48109-1120

The presence of strong magnetic fields signif-
icantly modifies electronic states of a semi-
conductor, such as quantization of energy
levels (Landau levelsl) and shrinkage of exci-
ton wave functions.” Consequently, signifi-
cant changes in optical as well as transport
properties of the material are expected. In this
paper, we report observations of an enhanced
nonlinear optical response and a dramatic
reduction of mobilities for magnetoexcitons
in GaAs. We also discuss nonlinear optical
measurements of excitons associated with
higher Landau levels.

Our measurements are based on fre;
quency-domain four-wave mixing (FWM),*
and are carried out as 2.5 K on 0.2-um thick
GaAs film grown by molecular beam epitaxy.
At zero field, the sample is homogeneously
broadened, and has a 1-s exciton absorption
line width of 0.2 meV as shown in Fig. 1(a).
The light heavy-hole degeneracy is lifted by
strain introduced during the etching ﬁmss
The linear absorption displays a rich struc-

.

ture 8t 6 T [see ki Hbi] The features are
likely the combined result of strain and im-
purity-buund excitons. However, the nonlin-
ear optical response [Fig. 1(c)] obtained
through cw degenerate FWM exhibits a quite
different structure. The energy separation
and the magndtic field dependence of the
dominant peaks in the nonlinear spectrum
suggest that these peaks are due to mag-
netoexcitons associated with Landau levels,
indicating a significant enhancement of the
excitoni¢ nonlincar magneto-optical ro-
sponse above the heavy-hole exciton com-
pared to the nonlinear response at 0 T.

The exciton diffusion coefficient 1s ob-
tained using standard nearly degencrate
FWM methods in which grating decay rates
are meagured as a function of the grating
spacing.” Fig. 2(a) and (b display nearly de-
generate FWM line shapes obtained at two
different tield strengths. The width of the
response is given by [ = 7= 41°D/A%, where
7 is the excration decav rate and A is the
grating spacing. Dramatic field-induced
changus in the grating decay rate are evident
in Fig. 2. Figure 2(¢) is a plot of the mag-
netic dependence of the exciton ditfusion co-
efficient which, at 1 T, is reduced by a factor
of 5 compared to the value at zero field. The
reduction of the exciton mobility is likely the
result of the smaller Bohr radius in the pres-
ence of a magnetic field. In this case, exciton
scattering by weak or small-scale disorder
may become important. Note that the smaller
grating devav rates also lead to enhanced
nonlinear optical responses for mag-
netoexcitons

Nearly degenerate FWAM measurements
on excitons associated with the second and
third Landau levels also reveal interesting
phenomena. First, decay of the cw nonlinear
response is of the order of the exciton recom-
bination time. Second, measurements using
selective optical excitation show that the non-
linear signal arises from excitons associated
with the ¢ transition. If the nonlinear optical
response is primarily due to phase-space fill-
ing and exchange effects, the first observation
would imply that the inter-Landau-level
transfer rate 1s slower than or comparable
with the exciton recombination rate. If the
inter-Landau-level interaction is responsible
for the nonlinvar optical response of excitons
associated with high Landau levels, the sec-
ond observation would suggest a spin-de-
pendent interexciton interaction. Further
studies including magnetoexciton photolu-
minescence and cw pump~probe measure-
ments, which are helpful in understanding
current nonlincar measurements, are also
presented.

1. R.J.Elliot, R. Loudon, J. Phys. Chem
Solids 15, 196 (1991).

2. H.Wang, M. Jiang, D. G. Steel, Phys.
Rev. Lett. 65, 1225 (1990).

3. ). T.Remillard ¢t al, Opt. Lett. 14, 1131
(1989).
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QFB1  Ultratast electron
dynamics and
recombination on the
Ge(111) 2 x 1 r-bonded
surface

Richard Haight, Martina Baeumler
1BM Watsen Research Cenler, F.G. Box 218,
Yorktown Heights, New York 10598

Elucidation of the microscopic scattering and
energy loss processes involved in ultrafast
electron dynamics is crucal to the under-
standing of magoscopic tiansport in semi-
conductos systems. In a semiconductor
heterostructure system, for example, an elec-
tron that crosses the interface between the
two materials will scatter from the band min-
imum of the substrate to a new band in the
overlayer, a process that may be complicated
by interfacial disorder and interdiffusion.
The surface of a semiconductor, in this case
the cleaved Ge(111) 2 x 1 surface, provides a
particularly interesting model system for the
study of such processes. Upon cleavage, one-
dimensional chains of n-bonded atoms are
formed whose electronic states disperse into
the bulk band gap of Ge. The processes that
couple bulk excited electrons into states at the
surface are operative in a wide class of sys-
tems,

We used angle-resolved laser photoemis-
sion techniques to examine the ultrafast elec-
tron scattering and recombination processes
on the Ge(111) n-bonded surface with sub-
picosecond time resolution. Electrons pho-
toexcited into the bulk Ge conduction band
scatter into the unoccupied surface antibond-
u‘gn band whose minimum is at the7 point
in the surface Brillouin zone. Rapid relaxation
to the surface band minimum is followed by
a unique phonon-assisted process in which
electrons recombine with bulk holes at the
valence band maximum, which we finc. to be
the primary mechanism responsible for the
decay of the transientn_ population. Time-de-
pendent measurements at 300 K and 120 K
have been performed to determine the role of
energetic phonons in the scattering processes.
These processes are modeled with a set of rate
equations, whose fits to the data yield scatter-
ing times used to directly determine a surface
recombination velocity. Ultrafast surface-
state hole dynamics are observed and a
renormalization of the surface band gap is
studied as a function of electron density. Since
the n-bonded states are fundamentally one-
dimensional in nature, these res::lts represent

the first such studies of bandgap
renormalization in a one~dimensionat sys-
tem.

"Fraunhofer Institute fir Angewarndte
Festkorper Physik, Tullastr. 72, D7 s
Freiburg, Germany

8:30 am

QFB2 Space-charge-limited
thermionic emission from

femtosecond-oxcited
metal surfaces
X. Wang, D. M. Riffe, M. C. Downer, J. E Er-
skine, R M. More' ]

Physics Department, University of Taas.
Austin, Texas 78712

With the advent of high-intensity
femtosecond sources has come the ability to
excite, on a subpicosecond time scale, the
electrons in a solid to temperature T, greatly
in excess of the lattice vibrational tempera-

ture T}." In 2 previous experiment on Ag.” it
w2s shown that non-equisbrium heaung of
the electrons leads to subpicosecond therm-
ionic emission, but that space~charge fields
distort the initial thermal distribution. Here,
we achieve quantitative understanding of the
non-equilibrium thermionic emission pro-
cess by simultaneously measuning the reflec-
tivity of the incident light, the total electron
yield, and electron-energy distribution
curves (EDCs) of the emitted electrons. The
results are modeled with an analytic Richard-
son-Dushman type equation and with parti-
cle simulation codes which include
space-charge.

The non-equilibrium excitation is
achieved with 10-Hz YAG-pumped, mult-
stage amplification of 2.0-eV colhdmg pulse
mode-locked (CPM) pulses.® Average inten-
sities in each 80-fs pulse Ly varied up t0 4.3
x 10’2 W/am? (35 m}/anm* fluence) on the
sample surface. Total yield is determined by
measuring the average current through the
sample to ground, whereas the electron-en-
ergy distributions are obtained from time-of-
flight {TOF) spectra measured with a
mulmham\el plate coupled toa transient dig-
itizer.* All data reported here were taken with
the laser intensity kept below the cumulative

damage threshoid.
We find that the temperature-dependence
(deduced calori from the absorp-

tion of the metal) of the total yield is in good
agreement with a space-charge-limited ex-
tension of the Richardson-Dushman equa-
tion for thermionic emission. For a
square-wave temperature pulse of duration
Ty the totgl number N of emitted electrons is
given by:

N =409 Ry (pT) In {1 +7.76
x 10° Ryt (kgT,) e ™87

Here R is the radius (in microns) of the spot
being heated, kg T, and g are the temperature
and work function, respectively, in electron
volts. For reasonably high temperatures (>0.2
eV for a typical metal), the yield is very nearly
linear with temperature. Figure 1 has plotted
the measured and theoretical Eq. (1) yields for
Al (110) using a measured value of R, = 158
um and assumed values of tp = 0.5 ps and §,

= 4 eV Note that the yield 18 not very sensitive
1o the last two values since they appear inside
the log term. and hence it is & sunple and
direct measune of the pon-equilibnium rse 7,
The goud agreement between the two curves
and the hnear behavior of the expenmental
results for the hughest temperatures establsh
the space-charge dumnanng behavior 10 the
yield as descrbed by Eg (1)

Comparnison of the twtal vield with the
TOF spectra indicatss that, for a given tem-
perature uncrease, the ejectron distnbutions
are skewed by the space—charge fields to k-
netic energies (KEs) much hgher Lhan the
corresponding thermal disinbution. Thus i
seen in TOF data from Al (110), shown in
curves (a) and (¢} of Fig. 2. The curve below
each data set1s 2 Boltzman distribution at the
same temperature T, a8 the dats, where T, has
been deduced from the sumultaneously mea-
sured total yieid and £q (1). Inaddition to the
electrons at much higher KEs, a sharp quan-
tum-eacitation peak. most hikely due to a sur-
tace-related state, 3t a KE of 1.5 ¢V is also
evident Atpresert particle sunaddtiut wode »
are being used to further understand themea-
sured thermionic distnbutions
“Physics Department. Lawrence Livermore
National Laboratory, Livermore, California
94550
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QFB3  Observation of the
thermalization of electrons
in a metal excited by
femtosecond opticsl
puises

H. W. K. Tom, W.S. Fann, . Bokor, R. H.
Storz

AT&ET Bell Laboratories, 4B-429 Crawfords
Corner Road, Holmdel, New fersey 07733

We have measured the evolution of the elec-
tron energy distribution excited in a 300-A Au
film by a 180-fs optical pulse. The distribution
is measured directly by uv photoemission
with a time resolution of 270 fs and an elec-
tron energy resolution of ~0.05 eV, Earlier, we
reported the first time-resolved photoemis-
sion measurement of laser-heated metals
with a time resolution of ~700fs. We found
that the distribution function, especiaily
around 0.3 eV above the Fermi level, deviated
from Fermi-Dirac until ~800 fs after the heat-
ing pulse.I Here, with better time resolution
we are now able to observe (a) evidence of the
nascent (as photoexcited) electron distribu-
tion, (b) the time evolution from the nascent
to a Fermi Dirac distribution, and (¢) that
thermalization is more rapid for higher exd-
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QFB2 Fig. 1. Totalyield vs electron temper-
ature for Al(110): » measured yield vstemper-
ature rise T, deduced from the absorptivity of
the metal. For all data shown, theabsorptivity
is negligibly different from the low-intensity
absorptivity of Al. The solid line is calculated
from Eq (1}
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QFB2 Fig. 2. Time-of-flight spectra from
AK110) for two different electron tempera-
tures T,.. Curves (a) and (c) are measured TOF
spectra corresponding to temperature rises of
0.45 and 0.73 eV, respectively, deduced from
simultaneous total yield data and Eq. (1)
Curves (b) and (d) are Boltzman TOF distri-
butions, aiso corresponding to temperature
rises of 0.45 and 0.73 eV respectively. Also
labeled are kinetic energies corresponding to
the various peaks in the TOF spectra.
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Vievels, Thoese results are o marked cor-
st to expertments i which femtosecond
viaible reflection spectroscopy” was used to
Joduge the electron-phonon constant cou-
pling” ¢ with a model” that assumes that the
electrons are thermabized much taster than
the duration of the optical pulse These re-
sults show that electron thermalization oc-
curs oon the same time sCaie as
viedwen-phononcouphing and that electoon-
Lxece errergy transter s much mure comph-
cated than previousiv thouyie
Typcal timeresolied phutoenimsion
~pedtra are shown in Py 1 otor three ome
delas s relative to the arnival of the Laser-hear-
g pubse The energy s referred 1o £y the
'*crxm merg) The laser heating pulse was
penerated by amplifying the butputofa ts. o-
Wt prism-compensated synchronously
pumped dye laser operating at 1.54 V. The
sutocorrelation FWHM was 14 < 180 fs. The
©opabe 1332 eV) was generated by fre-
coosetriehng the T sd oV opalrem o BBO
Jrestaie The uv pobse FWHN was 270 5
Jeduced by observina a 43018 EWHIA Ccross-
corrdlation with the tundamenta! Thus dara-
Lo '.\a> consistent with the BBO crystal
The heauny and uv pubse were over-
Lapped on a 300/?; Au film kept i a uhv
chamber. The photoemitted electrons were
Jetected with a time-of-fhight detector with
resoiution of =005 eV at £¢ i the direction
aermal to the Au surface in a 2" cone angle
The deviation from Fermui-Dirac is best
Cimcrved ona loganthmic scale. In Fig 2w
b the time-eveiutton of the nln for an
sed tluence of 120 plsem” The best-ne
rimse Wirad tunction s shownindashed ine
The datd are normalized with respect to the
dursity ob states tor which we have solved
self-consistently. Att = 133 fs. a plateau from
07 to 1.8 eV reaches its maximum value, {t
there were no energy relaxation, the distribu-
tion would be theintegrated nascent distnibu-
tion, a flat distribution extending from 0 to
1.8 oV (the pump photon energy), with a
value of 0.0028. We can easily see the one-
photoncutotf thatis asignature of the nascent
ticribution. The level s within a factor of
teou ot what we'd expect with no energy re-
mneton This observation suggests that the
ety relaxation time for the 1.8-¢V clec-
trons 15 about one-half the pump pulse dura-
tion, 2.g., ~100 fs. This valuc 1s consistent with
¢Nerzy range experiments
Att = 400 fs, the Fermi-Dirac temperature
that nts the data best reaches its maximum,
775 K. The maximum temperature calculated
from the heat capacity, assuming no energy
tmr;ircr to the lattice, is 770 K. There is still
ay p rooiately 30% of the energy in the hot
tail Bmause the energy relaxation time
shoeuld scale as E™, we expuct the 0.9- and
N7V relavation times to be ~400 and ~o71
v nich are consstent with the data, By 300
1>, the competition betwveen clectron the-
rmalizahon and electron energy transfer to
tha lattice becomes important. The electron
svsten loses the energy beforet can therm i
e even at 1.3 ps there is a nonthermal tail.
In Fig. 3, we show data similar to that in
Fxg 2. except that the zb orbed fluence was
25 < higker, 300p)/cm®. The plateau from 0.8
to 1.84 ¢V has the same shape as in the lower
tluence case and approximately twice theam-

schuude votnisiont with the tienoe The en
ergv relaxatwon mught be faster o this Cas
bovatse there are more electrons abuve
with which o scatter. In thus Case, only e
trons of A3 eV have Lo relax tor the dostabu-
ton to thermahze By 867 1y the
thermalization seems complete The electron
temperature masimum calulated trom the
heatvapacy 1s 1200K The peak temperature
reached at 400 15 8 1700 Ko Devpnte
apprars o be good agreement with a Fen
Diracdstribution by 067 1s, thevlatnon
peratures that fi the data do not obey the
standard electron-phonon model oy
Calfats (T -Td= -Cod Tdtunt = W0
1. This discrepancy 15 currently bang inves-
tgated. It may be related to the observation
that the best Fermui-Dirac fit ©» at a tempera
ture much higher than that expected from the
heat capaaty.

This study shows that thermalizanon ot
electrons in & metal occurs relatively stowly
it challenges the standard clectrons phonon
coupiing model Boopens the posaialy thae
aitrashoer pubsed excitation on naetals pro
duces large aumburs of clectrons swith nae
soeant vnergy distribution for =10 s b
bu cruciat in understanding the recent obser-
vanon of enhanced chemucal reaction rates ot
absorbed molecules on metal surtaces wrads
ated with ultrashort pulses.
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QFB4  Heating and
hydrodynamic expansion
of intensely irradiated
metal targets measured by
femtosecond \
time-resolved reflectivity

X. Y. Wang, H. Y Ahn, M. C. Downer /
Physics Department, University of Texas,
Austin, fexas 78712

Intense fumtosecond excitaion of metal tar-
gets has attracted fundamental interestin the
properties of solid-density plasmas' ™ as wull
as practical interest in the generation of ultra-
fast muft an Gy pu:Sm. W ovs cial ovent stud-
ies,"* the ultrafast response of refloctivity
from metal targets was observed with a single
intense pulse serving both as target excitation
and as optical probe. Consequently, it was
difficult to distinguish the competing pro-
cesses of electron heating and hydrodynamic
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ing matenial pargmeters sne cicctron coilsion
treguendy v, plasing lvguenoy @ irelated
tie Drude diclectnic tunction) and expanding
plasma gradant «oade fength L The dotred
wunsesin Ty T and ) were denved onhy
v the basis ot electnen beating (L = O yicla-
an o pubseawadth inuted all time, gy ob
served However an anredasonably lony
electron rebaation e (= 1Y pyis reguired
to f the revorery Alternativly, the dashed
carvesan b Har and (by show the reflecnv-
uny response of Ag and Al considening
plasma expansion alone at a veloaty of ap-
proxmmately the speed of sound. But this
model alone cannot account for the rapid fall
tume without invoking an unphysical plasma
evpanding speed >107 cm/s Nevertheless
when both etfects are taken into account, a
very satisfying it for Ag and Al is obtawned,

as shown by the solid curves in Fig 3{a) and
(h).

Time-resobved data for the nonfree-elec-
tron metal W are shownan Fig. 2. In contrast
to Ag and Al under the same intensity excr-
tation 107 W, em’ [Fig. 2], the reflectivaty
mareases sharply trem anmitial value of 0 2
to a peak value of =025, indicating conver-
sion to a more reflective metal (higher free-
electron density) upon melting. The
subsequent reflectivity drop and recovery,
however, closely resembles that observed in
Ap and AL and is siularly explaned. At
lowermtensity [5x 107 W /eme; see Fig. 200,
the retfoct oty only mcreases and stays high,
indicating melting with minimal subsequant
hydrodynamic expansion In all cases, s- po-
larized retlectivity changes very little, in ap-
provomate apgreement with the modo
presented. The calculated curves in Fig. 3
show a different temporal response expected
with 2 = 310 nm probe for Al Experiment
withaus probe are bemg pertormed to vernify
the proposed interpretation.
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QFB3 Fig. 1. Electron energy distribution
function vs energy for laser-excited 300-4 Au
film for three time delavs. The film was evap-
orated on a sarphire substrate and was
cleaned by annea:ing in uhv. The absorbed
fluence from the laser heating pulse was 120
uj/cm’. The spectra were obtained using uv
photoemission. The uv fluences were kept
low enough to avoid space-charge effects.
Each spectrum is the accurrulation of 25 000
electrons.
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QFB4 Fig. 1. Time-resolved reflectivity of
(a) Ag and (b) Al surfaces pumped by p-po-
larized, 90-fs, 620-nm pulses incident at 43"
from the normal at peak intensity 10"
W/em®, and probed by t-rolarized pulses
(data in squares) of same duration and wave-
length incident at 49", Each data point is av-
eraged over 20 shols. Curves represent
thenretica! models based or numencal solu-
tions of Helmholtz egu2tione, as follows:
clectron heating included masimum reflec-
tvity drop shown corresrands to v'e from
N.06 to 1.12 for Ag and from 035 to 2.41 for
AlD, plasma expansion nreglected (dotted
curves); plasma expansior included (with
~ound speed of 1.17 » 167 ¢ sfor Agand 1.5
x 10" cm/s for Al), electron heating neglected
(dashed curves); electron ‘*ea'.n;: and plasma
expansion both included =00:d curves)
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QFB3 Fig. 2. Electron energy distnibution
functign vs energy for Au film with 120-
i) /cm® absorbed laser fluence at five time
delavs. The vertical scale is in unuts of the
density of states. The artifact coming from
two-photon (@ + 3w} photoemission from lev-
clsbelov Epcanbe no larger than one-half the
18-¢Vsignalatt =0fs, e, 000052t =0
fsand <0.07°035by ! = 133 fs. The Fermi-Dirac
fits shown in dashed line are fit with T, = 516
K,562K,706 K, 550K, and 470K, respectively.
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QFB4 Fig. 2. Time-resolved reﬂectivity of
Wunder identical condmons as ?r Agand Al
atgeak mtensxty (a) 10” W/em? and (b) 5 x
W/em®. A numerical fit of reflectivity
evolution for W is difficult because the Drude
model may not be easily applied with com-
plicated initial transition metal features.
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QFB3 Fig. 3 Electron energy distnbution
functign vs energy for Au films with 30
ui/em® absorbed laser fluence at five tne
delavs. The Fermu-Dirac fits shownindached
hine are fit with T, = 733 K, 1]38 K, 17% K
1684 K, and 1274 K, respectively
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QFB4 Fig. 3. Theoretical curves by extrap-
olating the parameters u(t), w,{t), L(?) used to
fit'the data as in Fig. 1(b) for Al, indicating
significantly different temporal response of
reflectivity for probes of 620 nm and 310 nm
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QFB5 Generation of
high-current-density,
subpicosecond electron
bunches from Ag film and
Cu mirror using ampilified
CPM laser puise

Triveni Srintvasan-Rao, T. Tsarg, J. Fischer

Dty onestation Divisine, Broo:oaven

ol Lahorakory, 535-B. 0w New Yorw

T3

Eiectrons generated by ultrashort laser pulses
have proven to be excellent sources for high-
brightness electron guns, much sought after
:or short-wavelength FEL, and high-cnergy
h\\lemi\)h Thebribl\tncs~ofthe e-beamcan
>oincreased by increasing the current and

Sedreasing the enuttance. We explore the fea-
ity ot increasing the current and the cur-
density, using ph-lluc:m»wu with
picosecond laser pulses on metal cath-
Cails

The laser system used in these studies is a
Culliding pulse mode-locked (CPM) dye laser
rollowed by a nitrogen-laser-pumped dye
smphfier generating up to 3 1] energy witha
puise Jduration of 280 fs at 2-eV photon en-
wr2v. This beam is focused onto the cathode
to a spot size of 60 x 30 pm~ FWHM. The

:athode is either a copper mirror or a thin Ag
L, H-"d parallel to the anode, at a pressure
2 ~107° Torr. The electrons leaving the cath-
wde are measured using a charge-sensitive
rreamplifier and a shaping amplitier, and are
displayed on an vscilloscope.

The intensity dependence of the current
density from copper upon irradiation by the
amplitied CPM is shown in Fig. 1 (+). Since
the work function of copper is ~4.3 eV, multi-
photon process involving at least two pho-
tons 15 expected. However, contrary to this
vipectation, the slope of the line through the
L2201 1, implying a single-photon process.
The maximum current dens:iy delivered by
t cathode exceeds TUKA 7 om™, with a guan-
i etticieney of 2x 107 No surface damage
1as been observed on the sample up ta laser
nitensities of 2 x 10" W/em®,

Intensity dependence of photoemission
frum Ag filmfor both the unamplified and the
amphfied CPM are also shown in Fig. 1. In
keeping with the energy required to over-
come the work function of silver, two-photon
photoemission is observed in both the inten-
sty regimes, and the consistency between the
Jatain the two regimes o .y good. The

ravunua current density observed with this
sphe1s 3 RAZem”. No ~uriace damage to
Lo Az mim was observed ulter wradiating
w NH aser mtensities of ~1C7 W/em®, Ihc
autocorreiation signal of the amplified laser
beamand the e-beam are shownim Fig. 2. The

clevtron puise appedrs 1o be 25% longer than
the faser pulse. This discrepancy could be
attnibuted either to the nonuniform heating o
nvc clectrons or the low ;x;,nal A0-nOISE Tatio

s rluctuation in the electron spgnal. 30d o>
\,;rumi) under investigauon In Fig 3ty
Jharge, -Q s plotted agamst the eatraction
teld, VE, o dlustrate the magnitude vt the
Schottky effect on photoemussion from a
smouth film for vanious input energivs. The-

aretcally, for a two-photon process, the ':lnp\
of the bne should be proportional to A - !
where A contains material constants and {1»
the intensity of the laser. The data indicate
that the slope changes as v/ This discrepancy
could be due to the dependence of the mate-
rial constaids on the electron and lattice tem-
perature and hence the laser intensity

In conclusion, subpicosecond lectron

bunchey of current densitivs exceading 10
KA /Zum® has been generated. Since no uptiead
damage was observed so far, extracting
higher current densities are teasible, of larger
extraction ficlds are avalable Scaling to
larger currents is also pussible by using mure
energetic laser beams of comparable intensi
ties.

1. H.G. Kirk et al., "Experimental resuits
from the BNL ATF photocathode gun,”
to be published in Prac. Thrteontis Inter -
ssationtal Free-Electron Laser Conteren.e,
Santa Fe, Now Mexico, Aug. 23-3u0.
1991
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QFB6  Electronic disordering
during femtosecond laser
melting of GaAs

P. N. Saeta,”].-K. Wang, Y. Siegal. N.
Bloembergen, E. Mazur

Gordon McKay Laboratery, Harvard
Lhneersity, Cambridge, Massachusetts 02133

Anintense femtosecond pulse of visible light
incident on the surface of a crystalline senve
conductor can deposit energy in the elec-
tronic system in a time that is short compared
to the electron-phonon coupling time. if the
density of deposited energy is high enough,
a layer of material at the surface may be able
to disorder before appreciable energy is
transferred from the electrons to the ions of
the lattice.' Pump-probe experiments on sil-
icunusing 90-fs pulses showed ariseinretlec-
tivity and a decay in sccond-harmonie
seneration (SHG) consistent with the meltiny
ot thq surface layer after the excitation
puise.”  Because thei intensity of the retlected
second-harmonic signal depends on crystal-
lographic orientation, its decay serves as a
sensitive probe of structural changes. GaAs
offers the advantage offers SI that SHG i«
dipole-allowed in the bulk, sothat the surtace
contribution is negligible compared to the
strong bulk signal.

Pump-probe experiments were per-
formed with 160-fs pulses (FWHM) on a
semi-insulating GaAs(110) wafer in air. The
probe was s-polarized and incident au 343
trom the normally incident pump beam. e
onigin of ime was determined from the sum-
trequency signal between the pump and

probe beams The sample was transiated in
plane betw cen laser shots, sinde the excitation
fludnce exdoeds the damage threshold

Frgure L shows tiwe sluence dependence of
She Jetouted renivcuvity and second-har
L0 spiais 31 a probe deloy ot 120 s, nor
anzed W Lt s caltes sathouteaditanon. At
a "'f\‘slmid o Eom® the second-harmong

sty beging 1o drop, by U2 J/am® it van-
u«hus even at thix short delay. Abuve the
threshold ot 01} am” the retlechivity nises,
tensmg tow ard asaturated value H% above
the uneaGited crvstalhine vaiue. In Fig 20 the
samesienals are shown as 3 function of probe
delay tor an inadent fluence of 0.33 J/em®
The curves through the data pouts are expo-
nential fity iving response times of 90 and
170 §s tor the SHG decay and reflectivity rise,
respechiv el

The hugh rethotivity that obtains 300 §s
Mier exciaion was companad to a Drude
model v molten GaAs, The observed 40
rise i consostent with 309 sonization of va-
lence ehtnens i the exaited phase Thas o
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Effect of barrier thickness asymmetries on the electrical characteristics
of AlAs/GaAs double barrier resonant tunneling diodes
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We report the impact of small barrier thickness asymmetry on the dc /-F characteristics of
AlAs/GaAs double barrier resonant tunneling diodes. With a bottom AlAs barrier 6 ML thick
and GaAs well 18 ML thick, the effects of varying the top AlAs barrier thickness from § to 8
ML produced significant changes in peak current density, peak voltage, and peak-to-valley
current ratio (PVCR). PVCRs of 5.6 were obtained on a 7/18/6 monolayer structure, the
nighest repcrted to date for an AlAs/GaAs DBRTD structure.

1. INTRODUCTION

For high performance double barrier resonant tunneling
diodes (DBRTDs), precise control of the quantum well
thickness and the barrier and spacer layer thicknesses s
critical. Minor variations in any of these layer thicknesses
can have tremendous impact on the resulting de¢ /-V pa-
rameters. such as the peak-to-valley current ratio
(PVCR), the peak current density (J,), the difference be-
tween the peak voltage and the valley voltage (AV), and
the difference between the peak current density and the
valley current density (AJ).

Previous studies of barrier thickness asymmetries in
DBRTDs have dealt with thick AlGaAs barriers which
varied by many monolayers.'’ Asymmetries in dc
current-voltage characteristics have also been observed in
non,inally symmetric structures, where the cause has been
atiributed to interface roughness from the inverted inter-
face. GaAs on AlGaAs or GaAs on AlAs** Here we
present the effects of intentionally grown barrier thickness
asymmetries on thin barrier. high current density AlAs/
GaAs DBRTDs. Experimental measurements are also
compared to simulation results using a self-consistent cal-
culation that couples the Schrodinger equation in the quan-
tum well region to the drift-diffusion equation in the rest of
the device.®

H. EXPERIMENTAL PROCEDURE

The DBRTDs were grown in a Varian Gen Il molecular
beum epitaxy (MBE) system using n” (2X 10" em )
silicon-doped (100) liquid encapsulated Czochraiski
(LEC) GaAs substrates. On all structures, the substrate
temperaturc was kept at 600°C with a 0.5-1.0 um »~
(4 10" em ) GaAs buffer layer grown at a rate of |
ML/s. Three spacer layers surround the quantum well,
consisting of 50 A of nominally undoped GaAs, 100 A of
510" ¢cm ' n-type GaAs, and 100 A of 6% 10" cm
n-type GaAs. A n~ (4> 10" cm ') GaAs cap layer was
grown on all samples to facilitate ohmic contact formation.
All growth rates were calibrated using reflection high-en-
ergy electron diffraction (RHEED) intensity oscillations,

3
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immediately before and after actual growth of the DBRTD
devices. The AlAs growth rates used were 0.25 or 0.30
ML/s, while the growth rate for the GaAs spacer layers
and GaAs well was 0.4 ML/s. Growth was interrupted for
4 s at each heterointerface. For all devices, the bottom
AlAs barrier and GaAs well growth times were set to pro-
duce nominal layer thicknesses of 6 and 18 ML, respec-
tively. The AlAs top barrier growth time was altered for
the different DBRTDs to produce nominal layer thick-
nesses of 5. 5.5, 6, 6.5. 7, and 8 ML.

The device structures were mesa tsolated using an 8:1:1
H,80,:H.0,:H.O etch. The top Ni/AuGe/Ni contact
metallization was annealed at 450 °C for 30 s. The backside
ohmic contacts were formed by the indium metallization
used to mount the GaAs substrates to the molybdenum
blocks during MBE growth.

The devices were tested using a Keithley 230 program-
mable voltage source and a Keithley 195A digital multi-
meter controlled by an 1BM PC-AT. The devices ranged
from 3 to 7 um in diameter.

Hi. RESULTS AND DISCUSSION

Experimental and simulation results are summarized in
Figs. 1 and 2. In our simulations, an AlAs effective mass of
€.11m, provided the best fit to the experiments. The change
from the band edge value of 0.15m,. can be attributed to
strong renormalization of the I' electron effective mass in
the AlAs.] Figure 1 shows that for biases (“reverse™ bias)
such that electrons are incident on the top AlAxs barrier
first, the peak current density drops dramaticallv as this
width is varied from § to 8 ML. For electron injection
through the fixed-thickness bottom barrier first (“for-
ward” bias). the variation is significantly less. Figure 2
shows similar behavior for the peak voltage in forward and
reverse bias. Both our simulation and experimental resuits
show that thickness variations in the entry barrier have a
much larger impact on dc J-V characteristics than thick-
ness vaniations in the exit barrier.

Figure 3 shows that structural asymmetries also have a
significant impact on peak-to-valley current ratio. Signifi-
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F1G. 1. Peak current density vs top AlAs barrier thickness for both sim-
ulation and experimental results. (- - @-.): Electron injection through
variable thickness top AlAs barrier first; (- - 5- -): Simulation resuits for
electron injection through vanable thickness top AlAs barrier first,
(—#—): Electron injection through 6 ML bottom AlAs harrier first;
{—{J—): Simulation resuits for electron injection through 6 M1, bottom
AlAs barrier first. One-sigma error bars are included for experimentat
data

cantly higher PYCRs were observed when the electrons
passed through the thicker barrier first, regardless of
whether the thicker barrier is on the top or bottom of the
GaAs well. As the top AlAs barrier thickness was varied
from 5 to 7 ML, an increase in the PVCR in the reverse
bias case {electron injection through the top AlAs first)
was seen. This trend did not continue, however, as the top
Alas barrier thickness was increased to 8 ML. It is believed
that as the thickness increased from 7 1o 8 ML
CGaac—Xaia, tunneling effects may become significant,
which tends to degrade the PVCR. Other efforts to im-
prove PVCR for AlGaAs/AlAs/GaAs DBRTDs have also

08
0.8
~ ]
>
et Q.7 1
]
&
-~ -
£ os
>
-§ 0.5 1
-4
0.4
03 : Y v
4.5 5.5 6.5 7.5 8.8

Top AlAs Barrier Thickness (ML)

FIG. 2. Peak voltage vs 1op AlAs barrier thickness for both simulation
and experimental results. (- -@- -): Electron injection through variable
thickness top AlAs barrier first; (- -O- -): Simulation results for electron
injection through variable thickness top AlAs barrier first: (—@—): Elec-
tron injection through 6 ML bottom AlAs barrier first: (——): Simu-
lation results for electron tnjection through 6 ML bottom AlAs barrier
first. One-sigma error bars are included for experimental data.

J. Vac. Sci. Technol. B, Vol 10, No. 2, Mar/Apr 1992

Top AlAs Barrier Thickness (ML)

FiG. 3. Peak to valley current ranio vs top AlAs barrier thickness for
experimental results. (—Ti—): Electron ingection through vanabie thick-
ness top AlAs barrier first: - -B--)- Electron tnjection through & ML
bottom AlAs barrier first. Onc-sigma error bars are included for this
experimental data.

used asymmetric barriers, producing PVCRs of 6.3.*% Our
7/18/6 monolayer DBRTD demonstrated a PVCR of 5.6
in reverse bias, which is the highest reported to date for a
simple AlAs/GaAs DBRTD.

The amount of dc I-V asymmetry in each of the devices
is summarized by taking the ratios of the forward and
reverse bias data, as shown in Fig.4. Interestingly. the de-
vice that exhibited the most symmetric characteristics was
not the nominaily 6/18/6 monolayer DBRTD, but rather
the 5.5/18/6 monolayer DBRTD. This indicates that there
may be a MBE growth asymmetry of unknown origin
which causes the AlAs barrier grown after the GaAs quan-
tum well to be approximately half a monolayer thicker
than the barrier grown before the well.
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Fic. 4. Ratio of the forward and reverse bias de £-3 parameters va the top
AlAs barrier thickness. This graph displays the asymmetry in dc /-3
parameters as top AlAs barner thickness is varied. The device with a 5.5
ML top AlAs barrier is shown 1o be most symmnetric. (—-{—): Ratio of
the forward and reverse bias peak current densitios. (—M—): Ratio of the
forward and reverse bias valles current densities. (—Q—): Ratio of the
forward and reverse peak-to-valley ratios. (-—A~—): Ratio of the forward
and reverse bias peak voltages.
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IV. CONCLUSIONS

We have reported the impact of small barrier thickness
asymmetries on the dc /-V characteristics of AlAs/GaAs
DBRTDs. By carefully monitoring growth rates before and
after each device structure growth run, DBRTD structures
were grown with nominal top AlAs barrier thicknesses of
5,55, 6, 6.5, 7, and 8 ML. It was seen that the PYCR is
significantly affected by the amount of asymmetry in bar-
rier thickness, with higher PVCRs occurring when the
electron moves through the thicker barrier first, regardless
of whether the thicker barrier was on the top or the bottom
of the structure. For the 7/18/6 DBRTD, a PYCR of 5.6
was measured, which is the highest reported to the best of
our knowledge. For peak current densities and voltages,
simulation results are in qualitative agreement with our
experimental results. Simulation and experimental results
show that thickness variations in the entry barrier have a
much larger impact on dc /-V characteristics than thick-
ness variations in the exit barrier.
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We have examined the influence of growth interruption on the electrical characteristics of thin
barrier, high-current density AlAs/GaAs resonant tunneling diodes (RTDs) grown by
molecular-beam epitaxy. Interrupt schedules were determined by independent reflection high-
energy electron diffraction measurements of specular spot intensity oscillations during
prototypical device growth sequences. Our data suggests that interface roughness at inverted and
normal interfaces does not play a significant role in determining the perpendicular transport
characteristics of high current density AlAs/GaAs RTDs.

1. INTRODUCTION

The double barrier resonant tunneling diode (DBRTD)
has been investigated extensively for device applications
such as microwave oscillators.'” To improve the perfor-
mance of these molecular-beam epitaxy { MBE) grown de-
vices both structural and growth parameters need to be
optimized. One such growth parameter is the interrupt
time used at each heterointerface in the device.

Investigations of the effect of growth interruption dur-
ing MBE have focused mainly on the correlation between
interrupt time and quantum well photoluminescence
tinewidths® and reflection high-energy electron diffraction
(RHEED) specular spot intensity oscillations.* Interrupts
of an appropriate duration during quantum well growth
have been shown to result in luminescence spectra indica-
tive of atomically smooth and abrupt interfaces. The effect
of growth interruptions on the low temperature electrical
characteristics of thick barrier, very low current density
AlGaAs/GaAs DBRTDs has been previously investigated
by Gueret et al." The optimization of DBRTD:s for oscil-
lator applications, however, requires the study of high cur-
rent density devices. Here, we examine the influence of
growth interruption on the current-voitage (/-¥) charac-
teristics of thin barrier, high current density AlAs/GaAs
DBRTDs.

il. EXPERIMENT

The interrupt durations used for the DBRTDs were
based on the results of independent RHEED experiments.
These consisted of measurements of the specular spot in-
tensity oscillations during prototypical device growth se-
quences consisting of 6 monolayers (ML) AlAs, interrupt,
18 ML GaAs. interrupt, and finally 6 ML of AlAs. The
interrupt time was varied from 0 to 60 s. The GaAs and
AlAs growth rates were 0.4 and 0.3 ML/s, respectively.
The As/Ga bcam equivalent pressure ratio was 30 and
As/Ga incorporation ratio was 3.1 at a substrate temper-
ature of 600 °C.

For electrical tests, four structurally symmetric
DBRTDs were grown at 600 °C with different growth in-
terruption schedules. The growth conditions were nomi-
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nally the same as those empioyed in the RHEED measure-
ments. The layer schematic of the structure along with the
interrupt schedule are given in Fig. 1. Sample A 15 grown
without any interruption. For samples B and C, growth
interruptions of 20 and 60 s, respectively, were employed
only after the GaAs layers, while no interruptions followed
the growth of the AlAs layers. For sample D, growth in-
terruptions of 60 s only on the AlAs layers were used, with
no interruptions on the GaAs layers. All samples, grown
on (100) n°~ GaAs substrates, consisted of a nominally
undoped (7 type, 1 x 10" cm ') 18 ML GaAs quantum
well sandwiched between 6 ML AlAs barniers. followed by
a three-step dopant transition region consisting of 50 A of
nominally undoped GaAs adjacent to the AlAs barriers,
100 A of n type, 6x 10'°cm ' GaAs, and finally 100 A of
n type, 4.3x 10" em * GaAs. Mesa isolated diodes were
formed with Ni/AuGe/Ni/Au and backside indium ochmic
contacts that were annealed at 450°C for 30 s. The I-V
characteristics were obtained for 10-15 devices per sample
with a computerized data acquisition system.

Ill. RESULTS AND DISCUSSION

" e results of the independent RHEED measurements
are shown in Fig. 2. This figure illustrates the evolution of
intensity oscillations as the interrupt time between layers
was varied from O to 60 s. In this figure, the interrupt time
scales have been compressed to allow easy visual compar-
ison of the relative oscillation amplitudes of the three lay-
ers. In all cases, RHEED oscillations were maintained
throughout the entire growth sequence. Also, very strong
oscillations were observed during the growth of the first 6
ML AlAs layer. However, interruptions on AlAs did not
result in specular spot intensity recovery with the intensity
remaining essentially constant until the GaAs quantum
well growth was initiated. Furthermore, as the growth in-
terruption was increassd on AlAs, the GaAs grown on top
of it became rougher as evidenced by a reduced oscillation
amplitude during the GaAs quanium well growth. This
may indicatc that the very thin 6 ML AlAs layer was fairly
smooth, and so growth interruption was not beneficial.

In contrast to the behavior of the AlAs layer, specular
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Fuio 1 Laver schemance of the DBRTD structure along with rhe inter-upt
schedule for the four DBRTDs studied

spot intensity recovery was observed for interrupt: on the
18 ML thick GaAs layer. If no interruption was used after
the GaAs growth, the RHEED osciliations seen during the
growth of the final AlAs layer were much worse than those
seen during the growth of the first AlAs Jayer. However, a
60 s interruption on the GaAs layer was sufficient to pro-
duce oscillations from the final AlAs layer with amplitude
comparable to that of the first AlAs layer. Since the inter-
rupt schedule affects the interface quality, it is possible it
may affect the device /- characteristics. From the data
shown in Fig. 2. n might be expected that a DBRTD de-
vice grown using interruptions only after the growth of

'S §
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RHEED Intensity (arb. units)

t
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'
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’
1
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:

" 20 sec interrupt 45 sec linterrupt + 20 sec
6ML 18 ML ' oML
AlAs | ‘ GaAs : . AlAsg

Fi; 2 Evolution of RHEED specular spot intensity oscillations during
protots pical growth sequences consisung of &6 ML AlAs/interrupt/ 13 ML
GaAs/interrupt/6 ML ALAS The interrupt time was varied from 0 1o 60
s Vhe mterrupt ime scales have been compressed to allow easy compar-
mon of the relative osciliation amplitudes of the three layers.
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GaAs layers. and not after AlAs barrier layers. should
improve the /-V churactenstics over a device grown with
no mnterruptions. Further. a device grown with long inter-
ruptions (60 s} after AlAs lavers, but not after the GaAs
layers. might result in poorer characteristics compared to
one grown with no interruptions.

Measured /-V data for samples A. B, C. and D are
summarized n Fig. 3, which shows normahized values for
peak current density (J,), peak-to-valley curremt ratio
(PVCR). peak voltage "},). and difference between peak
and valley voltage (AF) for both electron injection
through the bottom barrier first (forward bias) and for
injection through the top barrier first (reverse bias). The
quantities are scaled to their respective averages based on
all samples and both bias directions. The average values for
J PVCR. ¥, and A} are 43 kA/cm™. 4.4, 0.83 V, and
0.22 V. respectively.

For both bias directions, J, and PVCR are independent
of both interrupt time and schedule. The ¥, and AV appear
to be sample dependent in that a higher ¥, and smaller AV
is obtained in sample D (60 s growth interruption on AlAs
only). Although this may be due to the interrupt schedule,
it could also be due to parasitic series resistance. In fact. a
similar structure grown during a previous system cycle
exhibited characteristics similar 1o samples A, B, and C.
Surprisingly, the 60 s growth interruption on GaAs did not
improve the PVCR and J,, even though the RHEED mea-
surements indicated that this interrupt did cause significant
interface smoothing. Growth interruption on the AlAs
seems to have had little impact on 7-V characteristics.
These observations indicate thay any interface roughness
present in our thin barrier, high current density AlAs/
GaAs DBRTDs does not play a significant role in deter-
mining perpendicular transport characteristics.

All the DBRTD samples studied here, regardless of in-
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terrupt schedule, display a slight asymmetry in both PYCR
and J, between forward and reverse bias. Electron injection
from top to bottom {i.e., reverse bias) results in higher
PVCR and lower J,, whereas for electron injection from
bottom to top (forward bias), the PVCR is lower and the
Jp is higher. If the PVCR is taken to be a measure of the
interface roughness®’ then our data suggests that the role
of the inverted {GaAs on AlAs) and normal (AlAs on
GaAs) interfaces in our context is not very significant. In
fact, all of the samples studied here exhibit a higher PVCR
for electron transport from top to bottom, where electre.s
encounter a nominally rougher AlAs interface first, rather
than bottom to top, where electrons encounter a nominally
smoother AlAs interface first. For our devices, we believe
the observed asymmetry is due to a growth-induced thick-
ness asymmetry, which yields a top AlAs barrier that is
slightly thicker than the bottom AlAs barrier.*

1V. CONCLUSION

We have examined the influence of growth interruption
on the electrical characteristics of thin barrier, high-cur-
rent density AlAs/GaAs DBRTDs grown by MBE. Inter-
rupt schedules were determined by independent RHEED
measurements of the intensity oscitlations during prototyp-
ical device growth sequences. Four nominally symmetric
DBRTDs with different interrupt sequences were fabri-
cated and electrically characterized. Our data suggests that
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interface roughness at inverted and normal interfaces does
not play a significant role in determining the perpendicular
transport characteristics of high current density AlAs/
GaAs DBRTDs.
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